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Glossary

ADAM Adaptive Moment Estimation
CNN Convolutional Neural Network
DOF Degree of Freedom
EKF Extended Kalman Filter
FEM Finite Element Method
GRU Gated Recurrent Unit
IMU Inertial Measurement Unit
LPV Linear Parameter Varying
ML Machine Learning
ReLU Rectified Linear Unit
RMSE Root Mean Squared Error
RNN Recurrent Neural Network
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1 Executive Summary

This report addresses the aspects of linear (parametrized) model approximation of dynamical systems,
in view of control design. The model-free, or data-based approaches and their application to the flight
data specific objectives will be described within the deliverable. In this work we are adopting big-
data techniques to analyze the vast data provided by the complex sensing and control system. These
methodologies are useful in mapping and revealing the underlying structure of the problem. Data
science technologies for optimal usage of these data are developed in FliPASED, and recommendations
for methods and useful sensor arrangements for future aerospace applications are described.

The machine learning based approach results are presented through a flexible state estimation of the
wings of the T-Flex aircraft. The investigated methods are described along with the used state-space
model of the aircraft. The obtained results are presented and evaluated. Finally, conclusions are drawn.
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2 Motivation for flexible dynamics estimation

The dynamic behaviour, stability, and the effects of the aerodynamic drag of a large-wingspan aircraft
are mainly influenced by the structural flexibility and shape of its wings during flight. Large commercial
aircraft has large mass variation during flight, as fuel is consumed, hence optimal (minimum drag)
configuration at one point of the mission might not be optimal in other parts of the flight. Aircraft design
accounts for this change by simultaneously optimising the wing lift and drag for multiple points within
the flight, but the typical optimization relies on passive means with the assumption that flaps have to be
at zero deflection during the trimmed cruise phase of flight. On the other hand if a database (most likely
derived by CFD tools) is available about the optimal wing shape and the corresponding flap deflections,
leading to minimum drag at each point within the cruise flight envelope, significant reduction can be
achieved in terms of fuel consumption. For each individual point in the flight envelope the optimal
wingshape has to be achieved by an adequate wingshape controller, what might not only contain flap
scheduling but also setpoint tracking of the optimal modal coordinates of the wing.

Therefore, utilizing a wing shape controller that minimizes the effects of drag can greatly improve the
behaviour and fuel consumption of the aircraft. However, such a controller requires the measurement
of the dynamics of the wing, more precisely, the modal coordinates which describe the structural and
dynamic changes of the wing. For estimating the modal coordinates and reconstructing the wing shape
a state observer is necessary because the direct and accurate measurement of these states is not
feasible. Two approaches are investigated as possible solutions for the state estimation task. First,
Extended Kalman Filtering (EKF) is presented, using a Linear Parameter Varying (LPV) system model.
Second, a machine learning-based approach is introduced based on the new KalmanNet architecture
with two different recurrent neural network configurations: one with linear layers and one with one-
dimensional convolutional layers. The results are evaluated on the T-Flex aerial demonstrator aircraft
and compared using the LPV-based EKF as a reference.
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3 T-Flex dynamic model

This section will briefly present the dynamic model of the T-Flex used by the different state estimation
methods.

3.1 Nonlinear model

The model of the T-Flex aircraft is given as a nonlinear state-space system. A reduced order model
is used to decrease the computation burden. Details of the modelling and model order reduction are
given in the articles [3], [7], [8]. The system has 48 states. The state vector x ∈ R48 consists of rigid
body states, states related to the flexible dynamics of the wing and aerodynamic lag states (denoted
as xflex), and finally, states that represent the control surface inputs and their first derivatives. The rigid
body motion is represented with a 6-DOF model with 12 states: states of translational (u, v , w ) and
angular (p, q, r ) velocities, position (x , y , z), and orientation (ϕ, θ, ψ). In the used state-space model
the states of the x and y positions were truncated because, under certain trim conditions, these can
cause unstable poles to appear, which caused poor performance during state estimation.

The flexible dynamics of the wing are described with w(x , t) =
∞∑
i=1

Φi (x)Ufi (t) ≈
6∑

i=1

Φi (x)Ufi (t), where

Φi (x) denotes the ith mode shape and Ufi (t) the ith modal coordinate. So xflex ∈ R14 contains the first
six modal coordinates (Uf 1, Uf 2, Uf 3, Uf 4, Uf 5, Uf 6) their first derivatives (U̇f 1, U̇f 2, U̇f 3, U̇f 4, U̇f 5, U̇f 6)
and two lag states (lag1, lag2). The reason for using only the first six modal coordinates in the model is
that these have the largest contribution in the description of the flexible behaviour of the wings [3]. The
objective of this research is the estimation of the xflex.

The sensors and control surfaces of the system are depicted in Figure 1. The system has 13 inputs,
u ∈ R13, which contains one turbofan engine input (Throttle) and 12 control surface inputs: four plus
four ailerons (AileronR/L) on each wing and on the V-tail two plus two ‘ruddervators’ (TailR/L).

30% 60% 90%30%60%90%

x

y

CoG

aileronsIMU’s

ruddervators

engine

Figure 1: Demonstrator control surfaces and IMU locations

The output vector y ∈ R64 of the system has 23 rigid body-related sensors, which provide information
about the position (XE , YE , ZE ), orientation (ϕ, θ, ψ), translational (vN , vE , vD ) and angular velocity (p,
q, r ), and acceleration (axB , ayB , azB ) of the aircraft. Furthermore, the angle of attack (α), sideslip angle
(β), static pressure (pa) and total pressure (pT ), barometric altitude (hbaro), indicated (vIAS) and the true
airspeed (vTAS) are measured as well. These sensors are located near the center of gravity (CoG) of
the fuselage, as well as at the nose air data boom. Each wing of the demonstrator has six plus six
additional inertial measurement units (IMUs). The IMUs of the leading-edge measure accelerations in
the x , y , and z directions, while the IMUs of the trailing edge provide angular velocity data around the
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x- and y -axis, and acceleration data in the z direction. The exact location of the IMUs can be seen
in Figure 1 as well, the y axis of these sensors are aligned with the front and rear spar of the wing
respectively and hence they are not parallel with the body axes. In addition, the wingtip coordinates are
measured with a mono camera preventing acceleration-based estimation errors from diverging in time
[2]. The coordinates of four wingtip points are measured in each direction.

3.2 LPV model

In our work, we created a Linear Parameter Varying (LPV) approximation of the nonlinear model of
the T-Flex demonstrator [6]. It is essentially a point-wise linearization of the nonlinear state space
system. Different trim points are defined by the – so called – scheduling parameters, thus creating a
multidimensional grid. At each grid point the nonlinear system is linearized using the corresponding
trim conditions. Then the resulting linear, state-space model is assigned to that grid point. So as
the scheduling parameters change during simulation a linear model is selected from the LPV model
according to the current values of the scheduling parameters, thus providing a linear approximation of
the nonlinear system around that operating point. The higher the resolution of the multidimensional grid
of the scheduling parameters, the more accurately can the LPV model approximate the behaviour of
the nonlinear system. But as a drawback, a high resolution grid results in a large LPV model, which
makes its usage more computation heavy. As scheduling parameters (ρ ∈ R2), the true airspeed (vTAS)
and the roll angle (ϕ) outputs were chosen. The grid for the LPV model consists of airspeed values
from 35 m/s to 55 m/s with a 0.1 m/s resolution and the roll angles from 0◦ to 45◦ with 1◦ resolution. The
state-space equations of the discrete-time LPV system are

x [k] = A(ρ[k])x [k − 1] + B(ρ[k])u[k],

y [k] = C (ρ[k])x [k] + D(ρ[k])u[k],
(1)

where ρ[k] is the time-varying vector of the scheduling parameters at time step k, with a nominal sam-
pling time of 1/200sec. A(ρ[k]) ∈ R48×48, B(ρ[k]) ∈ R48×13, C (ρ[k]) ∈ R64×64 and D(ρ[k]) ∈ R64×13

denotes the parameter-dependent state-space matrices of the LPV system. The state vector is de-
noted as x [k], the input vector as u[k], while y [k] is the output vector of the system at time step k. The
main advantage of using an LPV model is that only linear algebraic operations are required to compute
the state and output evolutions of the system, instead of the computationally more challenging nonlinear
functions. Also by selecting the resolution of the grid of the scheduling parameters appropriately (with
sufficient but not overly high resolution), the LPV model requires less storage space than the nonlinear
model, while only providing minuscule differences in the state and observation trajectories compared to
the nonlinear model.
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4 Model-based wing shape estimation

Extended Kalman Filtering (EKF) is used as a model-based wing shape estimation approach. The EKF
is the extension of the standard Kalman filter to be used with nonlinear systems for state estimation
and sensor fusion. The EKF pipeline requires the full, nonlinear state-space description of the system
and information about the model noise and observation noise in the form of noise covariance matrices
(denoted as Q and R respectively). The discrete-time nonlinear state-space system is of the form:

x [k] = f(x [k − 1], u[k]) + w [k],

y [k] = h(x [k], u[k]) + v [k].
(2)

Here, the nonlinear function f(.) is called state-transition function, while h(.) is called state-observation
function. The w [k] ∈ R48 and v [k] ∈ R64 vectors are the model noise and observation noise vectors,
which are described by their covariance matrices Q ∈ R48×48 and R ∈ R64×64 respectively. Both noise
processes are assumed to have 0 mean, normal distributions, and the noise samples at each time step
are mutually independent.

The general framework of the EKF consists of two main steps: prediction and update. In these steps,
point-wise linearization is used to approximate the behaviour of the nonlinear system: the Jacobians
of the nonlinear state-transition and state-observation functions are calculated to get the linear, state-
space matrices A[k], B[k], C [k] and D[k] at each time step k. In the prediction step, the prior state
estimation is calculated using the inputs of the current time step and the estimations from the previous
time step with

x̂ [k|k − 1] = f(x̂ [k − 1|k − 1], u[k]). (3)

The prior state estimation covariance P ∈ R48×48 is

P[k|k − 1] = A[k]P[k − 1|k − 1]A[k]T + Q. (4)

In the update step, first, the innovation

ỹ [k] = y [k]− h(x̂ [k|k − 1], u[k]) (5)

is calculated. Then the Kalman gain, KG ∈ R64×48

KG [k] = P[k|k − 1]C [k]T (C [k]P[k |k − 1]C [k]T + R)−1. (6)

With the help of the Kalman gain, the posterior state vector

x̂ [k |k] = x̂ [k|k − 1] + KG [k]ỹ [k], (7)

and state prediction covariance

P[k|k] = (I − KG [k]C [k])P[k|k − 1] (8)

is computed.

To obtain a point-wise linearization we use the LPV model. During simulation, the true airspeed and
roll angle are used as the scheduling parameters in the LPV model and are measured at each time
step k. The resulting A[k], B[k], C [k] and D[k] matrices are used in the calculations of the EKF. Then
the EKF conducts the prediction and update steps. To determine Q, both the nonlinear and the LPV
models are simulated with doublet inputs on the control surfaces and then the measured outputs and
states are compared, and variances of the differences are calculated. The noise variances, R, of the
onboard sensors of the T-Flex are specified based on the datasheets of the sensors and using data
from previous flight tests [1].
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5 Learning-based wing shape estimation

5.1 KalmanNet architecture

The other approach for estimating the flexible states of the T-Flex is to use machine learning. We employ
the recently published KalmanNet architecture [5]. The algorithm (or pipeline) for the KalmanNet is pre-
sented in Figure 2. KalmanNet combines Kalman filtering with a neural network as it uses similar predic-
tion and update steps, but without computing the state prediction covariance matrix (P). Consequently,
the model noise covariance matrix (Q) is not involved. For providing the Kalman gain (Step 4 in Fig-
ure 2), a trained Recurrent Neural Network (RNN) is used, thus the observation noise covariance matrix
(R) is not involved either. The neural network uses the innovation difference ∆y [k] = y [k]− ŷ [k|k − 1],
the forward update difference ∆x̂ [k] = x̂ [k − 1|k − 1] − x̂ [k − 1|k − 2], and the roll angle ϕ scheduling
parameter as input features. The advantage of the KalmanNet compared to the EKF is that it does not
require any information about the model of the noise processes and the promise of better generalization
capabilities.

The standard Kalman gain predicting neural network [5] uses a Gated Recurrent Unit (GRU) as the
recurrent layer and linear layers with Rectified Linear Units (ReLU) as the activation function. The
neural network has a linear layer as the input layer with ReLU activation, followed by the GRU. After
the GRU layer, there is another linear layer with ReLU activation, then the linear output layer. As the
aircraft model we use is high-dimensional (48 states, 64 outputs), we slightly decreased the dimensions
of each layer compared to the original architecture to reduce the computation burden.

Apart from the linear RNN architecture, we implement a different neural network that still uses a GRU
cell, but instead of linear layers, it uses three convolutional blocks at the beginning of the network [9].
A convolutional block consists of a 1D convolutional layer followed by a ReLU activation function. After
the ReLU a Batch Normalization layer is used, followed by a Dropout layer with 0.25 dropout probability.
The output layer is a linear layer, which provides the Kalman gain matrix. The kernel size for each
1D convolution layer is seven. As the 1D convolutional layer requires a trajectory, or time-window of
input features, simply using the forward update difference (∆y [k]), innovation difference (∆x̂ [k]) and roll
angle (ϕ) input features of the current time step is not adequate. Therefore, we use the input features of
the current time step and the input features from the previous 19 time steps in the time-window buffer.
In Figure 2, the architecture with the convolutional layers represents the neural network. The number
of features is shown below the convolutional blocks and the pool size below the max pooling layer. The
number of units is indicated underneath the GRU and the linear layer. The dropout rate is shown below
the dropout layer.

From here on – for the sake of brevity – the original KalmanNet architecture is referred to as the linear
RNN architecture, while the second, new architecture is referred to as the convolutional RNN architec-
ture after their defining layer types.

For initializing the layer weights, a standard normal distribution is used. Since the architecture incorpo-
rates a discrete-time system, it has a high sensitivity to the initial weight values. Therefore, the standard
deviation of the normal distribution for the initialization has to be chosen very small (5 · 10−6) to avoid
the otherwise highly diverging training process.

5.2 Training, validation and test data

For training a neural network, generally three different datasets are required: training, validation, and
test datasets. The training dataset – as its name suggests – solely used for optimizing the weights
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Figure 2: KalmanNet pipeline

and biases of the neural network. The validation set is used for testing the performance of the network
during training on new data samples. The purpose of this is to monitor the stability of the training,
to detect overfitting, and to fine tune hyperparameters. (Overfitting is the phenomenon when during
training the network is no longer capable of getting lower loss values while maintaining its generalization
capabilities and starts to memorize the training data, thus reaching smaller loss values on the training
set, but greater and greater losses on previously unseen datapoints.) The test dataset is only used
after the network is fully trained to obtain final performance metrics. The training, validation, and test
datasets are generated using the high-fidelity nonlinear Simulink model of the T-Flex.

The training dataset has four different trajectories that are generated with the help of the baseline
controller [4]. These four trajectories are the following:

• the oval-shaped ‘horserace’ track,

• an ‘8-shaped’ track,

• a trajectory where the controller only receives roll angle (ϕref ) reference signals,

• a trajectory where the controller receives altitude (href ) and velocity (Vref ) reference signals.

These four trajectories are created with the intention to cover as many possible real-life flight conditions
as we can in order to enhance the generalization capabilites of the neural networks. Also, to create rich
datasets, while having realistic flight conditions, randomized wind gust and turbulence disturbances are
used, together with Gaussian sensor noise, based on the flight test results of the T-Flex [1] for each
dataset. The other purpose of applying wind loads is to have disturbances that cannot be incorporated
into any covariance matrix. The trajectories of the training dataset are split into eight, 96-second long
batches. The sampling time is set to 5 ms, which results in 19200-sample long training batches. For
training, a single batch is randomly selected from the eight in each epoch. Validation and testing are
conducted using only a trajectory where the aircraft follows the ‘8-shaped’ track. The initial velocity is
set to 42 m/s in all cases. The possible range of airspeed changes is between 39 m/s and 51 m/s, for
the roll angle between 0◦ and 45◦. The barometric altitude can change between 780 m and 820 m.
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Architecture Linear RNN Convolutional RNN
Learning rate 3.2 · 10−6 7.5 · 10−5

Weight decay 1.5 · 10−7 9.5 · 10−5

Table 1: Hyperparameters

5.3 Training details

The quality of training and the performance of the neural network is influenced to a great extent by
hyperparameters (e.g. learning rate, weight decay/L2 regularization factor). The hyperparameters of
the neural network, contrary to the weights and biases (simply called parameters) of the network, can
not be learned during training using the gradient-based optimization algorithm. The values of the hy-
perparameters have to be specified before the start of the training procedure via hyperparameter tuning
algorithms. (During training, it is possible though to fine tune the hyperparameters using the validation
metrics.) For the two neural network architectures, these are set with a custom-made hyperparameter
optimization algorithm based on RayTune. The hyperparameter optimization has 20 runs, each last-
ing for 25 epochs. The hyperparameter optimization uses the same pipeline and same training and
validation datasets as standard training runs. The optimized hyperparameters are presented in Table 1.

The gradient-based optimizer algorithm is ADAM for both architectures. To avoid overfitting, weight
decay is used. The prediction error is calculated with Root Mean Squared Error (RMSE) function.
However, although the linearized aircraft model is a stable system, the poles of the system are relatively
close to the unstable region. So, a stability criterion is added to the loss function. It is possible to
describe the complex system of the aircraft model joined with the Kalman filter with an error system
e[k + 1] = (A[k] − KG [k]C [k])e[k], where KG [k] is the Kalman gain, e[k] = x [k] − x̂ [k|k] is the state
prediction difference at time step k . If the state transition matrix of the error system (A[k]− KG [k]C [k])
has any unstable poles, then the whole system is unstable. Hence, the RMSE loss is extended with the
distance of the error system poles from the boundary of stability if it is greater than zero, thus making
the loss value larger if the computed Kalman gain results in an unstable error system. This is especially
useful for the convergence of the training.

An error metric is defined in decibels as RMSE dB = 10 lg(RMSE), for the sake of convenience during
plotting, because the freshly initialized network tends to produce greater errors. This metric is solely
used for evaluation and plotting. For optimizing the network weights, the standard RMSE loss value is
used during backpropagation.

It is important to mention that the performance of the linear RNN architecture proved to be more stable
than the convolutional RNN, which tends to get stuck in local optima. So, to overcome this issue, a
reduction of the learning rate during training (called learning rate scheduling) is necessary in that case.
The threshold is set at −21 dB – according to the decibel-based error metric – and the reduction factor
is 0.05. The new learning rate is calculated as lrnew = factor · lrold.
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6 Results

The performance of the different methods and architectures are evaluated on the 96-second long test
dataset, where the aircraft follows the ‘8-shaped’ track with wind and turbulence disturbances present.
Since the main purpose of the state estimator design is to observe the states describing the flexible
dynamics, only the results for these states are presented. The data with the nonlinear label is the
ground truth. These show the real behaviour of the flexible states of the nonlinear model. The data
having the EKF and the KNet labels are the results of the state estimation provided by the LPV-based
EKF and the KalmanNet architectures respectively.

6.1 LPV-based EKF

The results of the LPV-EKF state predictions are shown in Figure 3. This method is capable of ac-
curately predicting most of the states. However, it has a tendency to provide estimations with heavier
noise in the case of the derivative states. This excess of noise is because the flight trajectories contain
disturbances caused by wind and turbulence. These disturbances do not exert their effect in the form
of additive noise like the observation noise or model noise. Also their statistical characteristics cannot
be incorporated into neither the model nor the observation noise model, since wind conditions are not
known accurately before flight and they tend to change as well. Apart from the effects of wind, minor
errors occur during turning manoeuvres in state lag1. The reason is that the LPV model is still just an
approximation of the real, nonlinear system thus it is incapable of providing completely similar behaviour
as the nonlinear model. However, these inaccuracies are inside the error tolerance for this problem.

6.2 KalmanNet

6.2.1 Neural network with linear layers
First, the slightly modified original KalmanNet architecture of [5] – which uses linear layers with the
GRU – is trained and evaluated. The training run had 300 epochs. Using an Nvidia Tesla V100 GPU
with 32GBs of RAM, the whole procedure took 25 hours. The summary of the training is presented in
Figure 4 (left). The decibel-based metric is used for the plotting.

The trained model is evaluated on the same dataset as the LPV-based EKF. The results are shown in
Figure 5. It can be seen that the performance of the linear RNN architecture is comparable to the EKF.
In the case of the derivative states it even manages to proved more accurate predictions for U̇f 1, U̇f 2,
and U̇f 4. However, the estimation of U̇f 3 and U̇f 5 still proves to be challenging. Also in the prediction
of lag1 a similar error is present as in the EKF. Only here it is between 40 s – 60 s, where the aircraft
conducts a climb from 782 m to 803 m with heavier acceleration.

6.2.2 Neural network with convolutional layers
Second, the proposed network architecture with convolutional layers is implemented, trained and eval-
uated. In this case, the training had 100 epochs that took 15 hours to complete using the V100 GPU.
The 1D convolution expects a time series as an input, and the 20-sample long time window is used,
which equals to 0.1 s trajectory with the 5 ms sampling time. Unfortunately, it was not possible to use
a larger window size, as we ran out of GPU memory after a few training epochs (and training with CPU
was not feasible, due to its slow execution speed). The training graph is shown in Figure 4 (right) with
loss values in decibels.

Testing is done with the same dataset as in the previous approaches. The results are presented in Fig-
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Figure 3: LPV-based EKF results
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Figure 4: Linear (left) and convolutional (right) RNN architecture training graphs

Architecture LPV-EKF Linear RNN Convolutional RNN
Total RMSE 0.0120 0.0053 0.0066
Uf n RMSE 5.91 · 10−4 8.82 · 10−4 9.79 · 10−4

U̇f n RMSE 0.0183 0.0080 0.0100
lagn RMSE 6.95 · 10−4 0.0014 0.0014

Table 2: Prediction errors

ure 6. The convolutional RNN architecture manages to give very similar predictions as the LPV-based
filter and the linear RNN. In the case of lag1 there are still larger errors present however, the prediction
error in the 40 s – 60 s interval is smaller than for linear RNN architecture (Figure 5). Unfortunately,
neither this architecture is capable of providing perfect estimations for the derivative states.

6.3 RMSE metric-based comparison

In Table 2 the prediction errors are presented in the RMSE metric used throughout the training of the
neural networks. Based on this metric, the performance of the two learning-based approaches are
better than the LPV-based EKF: having only half the total error value. When looking at the three dif-
ferent state groups (modal coordinates, derivatives of the modal coordinates, aerodynamic lag states)
the followings can be observed. When estimating the modal coordinates, all three architectures provide
similar performance. For the lag states the LPV-based EKF provides better performance than either
architecture. In the case of the derivative states, where the accurate estimation of the states is a rather
challenging task because of the significant level of disturbance, the learning-based methods fare much
better than the LPV-based EKF. However, as discussed during the time domain analysis of results, this
does not mean that any of the architectures can completely negate the effects of the disturbances.
Comparing the two neural network architecture the linear RNN has slightly better performance as met-
rics concerned. However, it took significantly less time to train the convolutional RNN while it also used
less GPU memory and the size of trained model is smaller than for the linear RNN.
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Figure 5: KalmanNet results with linear RNN architecture
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Figure 6: KalmanNet results with convolutional RNN architecture
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7 Conclusion

For the flexible state estimation of the T-Flex a model-based approchs and a machine learning-based
approach are proposed. The model-based approach uses an LPV-based EKF, while the machine
learning-based solution utilizes the KalmanNet architecture with two different neural network setups.
The behavior of the different architectures are explained. The data generation an the training proce-
dure for the learning-based solutions are described. The results of the state estimation approaches
using different techniques are presented and their performances are compared.
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