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FITPASED
1 Summary for publication

1.1 Summary of the context and overall objectives of the project

The FIIPASED project is about developing multidisciplinary design capabilities for Europe that will in-
crease competitiveness with emerging markets, particularly in terms of aircraft development costs. A
closer coupling of wing aeroelasticity and flight control systems in the design process opens new op-
portunities to explore previously unviable designs. Common methods and tools across the disciplines
also provide a way to rapidly adapt existing designs into derivative aircraft, at a reduced technological
risk (e.g. using control to solve a flutter problem discovered during development).

The project aims to develop an advanced design toolchain and innovative methods for building a proto-
type aircraft that meets future aerial vehicle requirements. It combines simulation-based virtual design
with extensive testing data from the EU FLEXOP project’s flexible wing demonstrator aircraft. The
primary research objectives are:

Improve the efficiency of separate wing design, flight controls, and avionics development toolchains
by enhancing multidisciplinary collaboration for overall aircraft design. This approach optimizes fuel
consumption through advanced flight control augmentation and uniform treatment of flight control sur-
faces. Develop accurate methods and tools for modeling flexible modes and synthesizing flexible aircraft
control while ensuring reliable avionics system implementation, including fault detection and reconfig-
uration. This can lead to a 15% reduction in gust response amplitude and standardized methods to
streamline mathematical models, reducing engineering effort by 50%. Validate the developed tools
and methods using the experimental platform from the prior H2020 project (FLEXOP). This platform
enables interdisciplinary development, testing gust response prediction, active wing morphing for fuel
efficiency, and flight envelope assessment in failure scenarios. Significant cost savings are expected
by manufacturing advanced flexible wings and reusing main components from FLEXOP, expanding the
design space for active flexible wing capabilities and generating valuable data for research and industry
through open data sharing.

1.2 Work performed from the beginning of the project to the end of the
period (M1-M54) covered by the report and main results achieved
so far

Work has been performed in four technical and one management work packages, while WP1, WP2 and
WQP3 started early in the project in the first 24 months only minor preparatory work was done on the
scale-up work package (WP4). During the second half of the project scale-up and the corresponding
RCE toolchain development was more active, but the incident with the demonstrator and numerous
re-planning activities due to covid related travel restrictions made the work distrubution and progress
far from ideal. This also led to re-focus the project and abandon the -3 wing manufacturing and flight
testing. The main work items and achievements were the following:

e Setup of requirements incl. open data process,

o Definition of collaborative work process including interfaces between disciplines & selection of
collaborative work tools all within the RCE environment and interfaced via standard CPACS data
exchange

o Reference model definition
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e Enhancement and maturation of (single discipline) tools towards robustness

e Demonstrator overall and component level improvements

e Setup of integrated tool framework (inc. design of control functions)

¢ Model refinement using GVT data & flight tests

e Setup of a collaborative (remote) workflow for many sub-problems

¢ Rebuild the demonstrator

e Flight test the demonstrators (T-FLEX and P-FLEX) and conduct flutter related experiments

¢ Publish datasets openly and disseminate the project results
WP1 The demonstrator MDO workflow with interfaces and requirements were set-up. The wing and
demonstrator actuation and sensing concept was reviewed to account for the increased need of sensing
and larger number of actuators coupled with the main objectives of demonstration. Also, the require-

ments were reviewed to show clear benefits for a/c MDO design, where different advanced functions
must work together in the design phase and their improvement potential has to be quantified.

o Workflow is defined and the workshare between partners is established both for demonstrator and
scale-up

e A good compromise between open access and high fidelity aircraft model have been found, the
required components and suitable features have been selected

e Components via standard interfaces have been connected and their interaction has been tested

e Matlab based tools have been improved and tailored for better reuse in connection with flight
test data analysis, OpenMCT based real-time flight test data analysis tools have been adopted,
Nastran deck based data sharing for model update, common HIL platform for control testing and
pilot training

e Data sharing during GVT, RCE runs and flight testing — including model updating procedures in
Matlab and NASTRAN established. Flight test data published on https://science-data.hu/dataverse/flipased

e Conceptual design for sensing and actuation of -1 and -3 demonstrator fixed: Lots of benefits
from acc + gyro and control surface deflections Improvements of existing functionalities on the
demonstrator are proposed and implemented

¢ Required ground and flight test schedule updated
¢ Avionics redesign and improved ground control station interface

e Several iterations of more seamless post-processing of flight test data for improved flight path and
flexible mode reconstruction

e MDO toolchain objective definition and definition of demonstrator / -3 vs. Scale-up aircraft cost
function

o MDO workflow definition

e Agreement on tools and adoption of them within the collaborative work process (RCE, CPACS,
NASTRAN, Matlab, Python, Tixi, Tiegl, Nextcloud, Overleaf, etc.) Facilitating analytical modelling
and physical test based updates and iterations Comparison of model based and data-driven meth-
ods to capture aeroservoelastic behavior
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WP2 The demonstrator MDO workflow with interfaces and requirements were adopted and the indi-
vidual tools were given a common RCE/CPACS interface. Building and intergrating methods/tools was
successfully consolidated. In addition to the individual building blocks within the RCE toolchain new
modules were also developed without integrating them into the toolchain.

e Model step

e LTI (reduced) model construction of the demonstrator, including sensors and actuators

e LPV (reduced) model construction, with additional uncertainty modelling on flexible parameters
(modal fregiency and damping)

e Control design architecture setup for various functions

¢ Flight controller to achieve baseline handling qualities and perform repeatable flight test experi-
ments

e Load controllers for maneuver and gust load alleviation

e Flutter controller using two different approaches (input-output blending by DLR and structured
DK-synthesis by SZTAKI)

¢ Analysis of closed loop performance including robust flutter speed and margins

o Fault detection of actuator and sensor faults

e Comaprison of analytic (EKF) and data driven wingshape estimation (KalmanNET)

e Wing drag and lift calculation and a comparison of various tools

e Wingshape control for (induced)drag minimization
WP3 is related to connecting theory to practice. There were some major deviations in the original plan
due to Corona restrictions on shop floors and the airport, as well as landing gear problems had to be
solved before the flight tests.

e Demosnstrator prepared for flight testing with new landing gear, telemetry and sensor setup

¢ Building the advanced -3 wing: backward planning and Plan B established

e Ground testing the demonstrator: GVT, Static test, HIL simulations, Flight Test Crew training

¢ Flight Test Specification and System Identification: Flight phase #1, #2, #3 planed and executed

e Gathering 600 minutes of flight test data at various conditions with extensive measurement suite.

e Developing the actuator for flutter control.

e Validating the flutter prediction tools in real life

¢ Displaying successful functioning of two active flutter controllers in real-life conditions

e Sensor concept refined

e Sensing concept for new wings

e V-tail IMUs

¢ Aeroprobe and IMU repositioning
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e Thrust measurement

e Demonstrator wing design: -3 planing and back up Plan

e Demonstrator component upgrades:

e On board computer 2

e Open MCT (Flutterometer)

¢ Antenna Upgrade

e Landing gear improvements and testing

e Power wiring

¢ Flight test specification and system identification

e Flight testing
Within WP4 the scale-up task is slightly different from traditional MDO workflows: FIIPASED has a
strong Focus on the control part in the MDO exercise and not the aero-structural optimization. A com-
prehensive loads process with an actively controlled flexible aircraft is in the loop covering a compre-

hensive set of load cases, unlike many MDO chains with CFD in the loop. The process is implemented
as a distributed collaborative process. Due to low fidelity aerodynamics no HPC resources are needed.

Due to this some limitations are expected: Only low fidelity / potential flow aerodynamics are used,
therefore no transonic effects are modelled. Wing shape control functions only account for induced
drag, i.e. no shock control by camber changes to reduce wave drag. Flutter mechanism and Active
Flutter Control without transonic dip. However controller synthesis remains the same.

e Reference model (DLR D150) selected

o Workflow setup for the scale-up task including the free parameters within the investigation

e Mission criterion setup

¢ Objective function definition

e Development of the individual control building blocks

e Connect the open-loop and closed-loop loads models and the corresponding sizing

¢ Implement wingshape control and analyze the tradeoff between flap size and achieved benefits

e Performance evaluation

WP5 The demonstrator MDO workflow with interfaces and requirements were set-up. Setup of the
project management and collaborative environment for the project is complete. Publicatios and ex-
ploitation is tracked and managed within the consortium.

The consortium established collaborative tools for project management (Nextcloud + iterative GANTT
charts), software development (Git), document editing (Overleaf). Moreover, the collaborative work
process also involves common hardware development tools - a common hardware-in-the-loop platform
which is shared across DLR, TUM and SZTAKI. The partner contributions within the common MDO
toolchain are all implemented and tested using the RCE environment.
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Large number of publications and other dissemination activities were pursued, including engaging not
only with the scientific community but also with the general public.

The consortium also succesfully managed the impact of Covid, chip shortage and the replanning asso-
ciated with the loss of the first demonstrator - leading to a 6 months ammendment.

Management of the partners contributions

Reporting towards the EC

Organizing meetings online (during Covid) and in-person

Disseminate results in workshops and conferences

Manage an amendment due to the loss of the demonstrator

Setting up collaboration tools between partners

1.3 Progress beyond the state of the art and expected potential im-
pact (including the socio-economic impact and the wider societal
implications of the project so far)

The primary impacts of the project are related to the succesful active flutter control tests on a con-
ventional configuration UAS, the release of a validated datasets to the aeroelasticity community within
the Open Research Data initiative and the improved design environment comprising enhanced toolsets
optimized for collaborative interactions within and across organizations, together with the best practices
and standards for collaborative designenvironments as well as the design process itself. Since the
developed tools are validated using a flight demonstrator, the reached Technology Readiness Level of
this activity is TRL5. Through dissemination of validated data publicly, the project will provide a rare
opportunity to generate great impact on the flexible aircraft research community as flight test data are
very sparsely available due to confidentiality reasons. Subsequent impact will be achieved through the
application of the enhanced design process on new aircraft development activities, leading to significant
improvements in development and certification costs, providing continuous progress towards improved
structural and aerodynamic efficiency - a trend very visible with the recent introduction of high aspect
ratio demonstrators by both Airbus and Boeing. This technological progress has an impact on airline
operating costs through fuel savings, leading also to the environmental goals set out in the ACARE
goals and Flightpath 2050.

In particular the project went beyond the state-of-art in several topics. The overall RCE environment
aimed for MDO tasks, developed jointly between the partners and taking flutter control into consideration
is a true novelty - the parametric design study with the ability to show the efficiency of flutter control at
different parts of the design envelope is very novel.

Several of the building blocks within the tools are also significantly beyond state-of-art. Most noteable
the aeroleastic modelling toolchain including uncertainties in structural frequencies and damping, the
corresponding model order reduction methods and the subsequent flutter control design framework,
including the ability to update the design models from GVT and flight test related updates.

The aircraft avionics and sensing system also includes several novelties, with the increased reliance
on angular rate measurements besides accelerometers. It is clearly visible from the flight test data
how much additional information can be subtracted from the wing torsion related modes with torsional
gyroscopes.
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The automated MLA and GLA design framework, where control design objectives are also automatically
tuned is also required for automatic MDO processes where control is part of the optimization, and it
includes several novelties.

The partners also developed, ground tested and flown a miniature operational modal analysis system,
what could be a game-changer for not only the demonstrator but also applicable for eVTOLs, general
aviation aircraft as well as larger drones.

The achieved results related to active flutter control needs no further explanation. Several projects,
including ones led by Airbus and Dassault Aviation are looking at very similar problems and the project
directly supplies information to them since both Airbus and Dassault were on the advisory group of the
project.

Novel custom actuator system were developed within the project to actuate the flutter flaps, these are
some of the highest frequency aerodynamic actuators fitted to a similar sized drone and required signif-
icant engineering effort beyond the state-of-art to manufacture and integrate them to the demonstrator.

The project also spent significant effort on Big Data based methods to provide a Machine Learning
based solution to wingshape estimation (an essential component to wingshape control based drag
reduction) using the KalmanNet architecture, and compare its results to traditional Eyxtended Kalman
Filtering methods.

Fault detection and isolation methods for flexible aircraft are also very new, there are only one additional
article we were able to find where FDI methods and flexible dynamics are considered in the same
framework. The FDI experts from Airbus have invited the team members to the IFAC Safeprocess
conference to present the results about developments within FIIPASED.

The project was the first in Germany and one of the first in Europe under the new EASA regulations to
have flight authorization for a more than 25 kg fixed wing drone flying in commercial airspace. Both LBA
and DLR Cochstedt Airport were very constructive and they also benefitted greatly from the approval
process.

Many MDO projects have considered aerodynamics and structures coupled optimization, but only a
handful of them considers maneuver and gust loads, hence the framework set up within the project for
loads closed sizing loop for a commercial aircraft is also very novel.

System identification methods tailored for flexible aircraft model update are used by flight test teams
within the aerospace industry, but the novel features developed within the project allow reconstructing
all the measured responses from the flight test with high accuracy, moreover the updating method can
be employed in a single step with different databases provided from flight tests with nearly identical
initial conditions, which would lead to a more physically realistic correction of the system matrices.

TUM gained significant expertise in conducting flight tests with large UAVs, and also in designing
aeroservoelastic demonstrator wings especially for larger aeroelastic response, including flap num-
bers and tuning masses for joint structural/aerodynamical optimization. With this expertise TUM is able
to maintain its leadership in aircraft design and its knowledge on lightweight structures would secure
them further collaborations in aeronautics. The scientific results which will be published as a part of
PhD Theses will have significant impact on the scientific community. Also TUM developed an extensive
testing environment, including pilot training, visualization, HILS testing, airport operational procedures,
which makes them outstanding in a worldwide UAS research and testing field. The succesful flight per-
mit process with LBA and EASA also gives them a significant advantage against the other universities
around europe in the +25 kg fixed wing drone testing field.

SZTAKI gained significant expertise in active flutter control design, implementation, testing and de-
ployment. Related to this SZTAKI also gained insight on the performance trade-offs with respect to

10
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sensor selection, avionics delay and update rate, as well as actuator limits on the achievable control
performance. The related control oriented model order reduction of large scale LPV systems is yet
another novelty. With this expertise SZTAKI will be able to maintain its leadership in LPV systems the-
ory and would secure them further collaborations in various fields. Within the project a modelling and
control design framework was set-up and matured to be applicable for general flexible body dynamics
problems. A structured modelling and structured control design framework was developed within the
project, which is appealing to industrial practice due to the resulting low-order controllers, while able to
handle plant uncertainty not just only nominal behaviour, what is also outstanding in the control scien-
tific community. Control system implementation aspects have been significantly progressed by SZTAKI,
developing its hardware/software framework for automatic code generation, what will be utilized in many
research projects beyond flight control even in autonomous ground and surface vehicles. The scientific
results which have been published as a part of PhD Theses will have significant impact on the scientific
community.

ONERA gained significant expertise in conducting GVTs and relating its results to flutter prediction,
while all the relevant data are shared open-source providing an opportunity for further analysis and
collaboration with both academic and industrial partners. Related to this the GVT experiments were
also augmented with built in sensors and the experiments were conducted with flutter control system
active and inactive. Hence, ONERA gained significant insight on conducting tests with flutter control
systemes operational during the tests. ONERA also gained significant expertise in automated MLA
synthesis process with the corresponding automated aeroservoelastic model order reduction methods
and the relationship of this process to the GLA and baseline controller synthesis.

DLR gained significant expertise in active flutter control design, implementation, testing and deploy-
ment. Related to this DLR also gained insight on the performance trade-offs with respect to sensor
selection and control law update rate, as well as actuator limits on the achievable control performance.
DLR also gained significant insight in MDO problem setups both on the demonstrator and on the com-
mercial aircraft scale, where flexible structures with pre-defined control layout, aerodynamic models and
control laws have to be included in the design. This expertise will help them to become more experi-
enced in aeroservoelastic conceptual design rather than the traditional aeroelastics discipline, which in
turn helps DLR to produce more relevant scientific results for both structures and flight controls commu-
nities. DLR also matured its tools and methods to work in a collaborative fashion with other academic
and industrial stakeholders as a partner who aggregates all the technical results from the partners and
builds a complete aircraft model, taking into account the various interfaces, modelling fidelity and de-
sign language of various groups. The project also provided an opportunity to develop, flight test and
further refine in-flight operational modal analysis methods and tools what could be key enabler in the
future flexible aircraft development. During the GVT tests DLR scientist also worked on structures and
active control coupling mechanisms similar to industrial test campaigns. The project results provide an
excellent opportunity to share these findings with a publishable dataset, without company confidentiality.

11
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2 Explanation of the work carried out by the beneficiaries
and Overview of the progress (Technical Report 1)

2.1 Explanation of the work carried out per WP - Work Package 1

WP1 (Recommendations capture and attainment) focuses on derivation of key requirements for the
aircraft and demonstrator under investigation as well as the interconnection of design tool and the
relevant data acquisition and analytics methods and process.

2.1.1 Objectives and activities
The main objective of this work package is to address the complete integrated avionic process including
aircraft shape, sensors and actuator locations and detailed control design. The purpose is to set up
an integrated collaborative framework and tool-chain for the design of a new passively and actively
controlled flexible wing-based aircraft, in a safer and more reliable context. The purpose of the activity
is to end-up with an enhanced and fastened maturation process tool to quickly reach high maturity
levels through digital-based methods and tools.

e Detailed design of control functions

e Enhancement and maturation of (single discipline) tools

e Setup of integrated tool framework

e Establish integrated, collaborative design tool chain

e Re-Design of FLEXOP -1 Wing established (Validation)

e Design of new advanced active controlled wing

e Establish redundancy based methods for enhanced safety and reliability

e Connect the theoretical toolchain and the flight test goals

12
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2.1.2 Starting point and approach

The two main starting points for this WP are the existing demonstrator design (inherited from FLEXOP),
what has to be accommodated into the improved design toolchain, and the existing tools, standards
and available scale-up aircraft models of the partners.

The approach consists of assembling the main specifications and criteria what must be demonstrated
during the flight tests of the demonstrator and from these specifications the required hardware and
software modifications and improved data processing workflow have to be developed in an incremental
fashion.

On the other side, the limitations of the current demonstrator has to be established (like low Mach
number, lack of wind tunnel and complex CFD testing). Based on these limitations the scale-up study
also has to limit its scope, to be aligned with the tools and methods developed by partners.

Besides the existing tools the partners have to agree also on the common standards and workflow,
what is highly facilitated by DLR’s experience with MDO tools and the related CPACS data interchange
language.

13
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2.1.3 Efforts and achieved results

The main effort in WP1 was to set-up the tasks and responsibilities for the MDO workflow. This involved
breaking down the conceptual design of the demonstrator into design steps and assign a responsible
partner within the consortium to each one of them. This involved creating clear performance objectives
and agreement on the data sharing format (CPACS). The overall workflow (Figure 1) will be executed
on a distributed cluster of workstations, scheduled by RCE environment (Figure 2).

Design variables
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Figure 1: Demonstrator workflow

Agreement on tools and adoption of them within the collaborative work process (RCE, CPACS, NAS-
TRAN, Matlab, Python, Tixi, Tiegl, Nextcloud, Overleaf, etc.) was natural, but required longer time since
IT infrastructure was inaccessible for long time due to the pandemic.

Roles within the workflow are the following:

1. CPACS basic description generation is performed by DLR using Matlab based tools, with visual-
ization aids from Tixi/Tiegl (Figure 3)

2. The aero-structural block is handled by TUM with the help of DLR

(a) Aircraft external and internal (structural) geometry is generated with the Phyton based CAD
tools made by TUM, leading to parametric description of the wing — with 3 different versions
of distinct flap numbers: 4, 8, 16 per wing.

(o) The FEM model is generated automatically in NASTRAN by the tools of DLR-AE

(c) The aero model is based on standard VLM/DLM methods, but the teams of DLR, TUM and
SZTAKI are working on increasing the fidelity of induced drag prediction to include its effect
in drag reduction control law development

3. Model integration is done in Matlab by DLR-SR based on the standardized components coming
from the aero-structural blocks

14
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T E
Node Content
27 xml version="1.0" encading="utf-8"
(€] cpacs
xmlnstxsi http://www.w3.0rg/2001/XML5chema-instance
@ xsiznoNamespaceSchemalocation file:///C:\Program Files\CPACS_3_T\CPACS_3_T\schemacpacs_schemauxsd
[¢] header all(name, description?, creator, timestamp, version, cpacsVersion, updates?)
v [g] vehicles
[€] materials
+ [€] aircraft
v [] model
ulD FLEXOP
[€] name FLEXOP
[&] reference
[2] fuselages
v [g] wings
v [g] wing
ulD WR
symmetry x-z-plane
[€] name WR
[2] description WR
[2] parentUID FU
(€] transformation
[e] sections
[€] positienings
[€] segments
[€] componentSegments
[] wing
v [e] profiles

(] wingAirfoils
[#] fuselageProfiles

Figure 2: Visual representation of the XML based CPACS file describing the FLIPASED demonstrator

4. Loads analysis is performed by the tools developed at DLR-AE, which is a mere check in the
demonstrator workflow but will be fed back to the FEM/Structural sizing in the scale-up.

5. The various control design related components are assembled in the workflow int one functional
block, overseen by ONERA. This block includes several functional sub-components:

(a) Model order reduction (ONERA & SZTAKI)
(b) Baseline controller synthesis (SZTAKI)
(c) Maneuver load alleviation (ONERA)
(d) Gust load alleviation (DLR-SR)

(e) Flutter control (SZTAKi & DLR)

(f) Drag reduction control (SZTAKI)

(g) Stability and HQ assessment (SZTAKI)

6. The overall aeros-servo-elastic system is analysed and performance is calculated in the Mission
Analysis block, led by DLR-SR.

An objective function was also carefully selected for the demonstrator workflow to provide focus for the
optimization (Figure 4) — we aim to maximize the weighted sum of open-loop vs. closed-loop differ-
ence in drag, flutter speed, maneuver load, and gust load. This would provide the benefit of being able
to demonstrate the highest contrast between open-loop performance vs. closed-loop performance. A
wing/demonstrator designed in this way would be flown with control laws switched off and the perfor-
mance recorded, then the control laws would be turned on one by one and the increase in performance
would be assessed.

Within the reporting period a number of changes have been proposed to improve the conceptual design
of sensor layout and actuation system of the wing (3), and the improvements made and proposed on
the fuselage based on operational experience.

15
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Figure 3: Screenshot of FLIPASED CPACS File with TiGL Vizualization library

Starting design
-1 wing from FLEXOP

Fuselage
V-tail

Design freedom

Wing planform (sweep, taper ratio, span)
Spar positions

Skin stiffness

Number of flaps (with parallel models)
Flap positions

Wing pre-twist

Number and position of ribs

Material choice (?)

Objective function
max(a*(Drag_OL-Drag_CL) + b*(Flutter_OL-Flutter_CL) + ¢*(ML_OL-ML_CL) +
d*(GL_OL-GL_CL) + 0.0*Weight)

TR

Flutter_OL < 50m/s; x Hz
Flutter mechanism
Weight_ac < 65.0kg

Figure 4: Optimization cost function and design parameters

During integration and operation of the aircraft the operation team found a couple of design related
problems which either made the operation unsafe like the landing gear, or give too harsh boundary for
critical function implementation like the lack of digital remote control interface on the RX-MUX units.
Along with that, some additional changes were already made to improve the existing functionality like
secondary on board computer, and further changes are proposed to have even increased functionality
like electrical power measurement or High bandwidth telemetry system. The deliverable D1.1 introduce
these changes in more depth.
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The wing (3) sensor layout and actuation system has been also revides and a number of improvments
have been proposed and implemented. Along with the inertial measurement units used on previous
wings other sensor layout concepts are proposed. On flight control and actuator system side, a CAN
bus based actuator system is proposed. Along with that a detailed comparison is given between the
proposed design and the system used on previous wings during the legacy FLEXOP project.

The experiences and detailed study on the servo health monitoring system currently used in the -0,
-1 and -2 wings have been also revised and improvements have been proposed to increase servo
deflection measurements for better system identification.

The main contributions of the team are:

e Collecting the main changes proposed in the fusealge, compared to original design documents
(Figure 204).

Figure 5: Modified steerable landing gear

¢ Providing an updated sensor layout concepts for wing (3) (Figure 6).

¢ Providing an actuator system concept for wing (3).

e Showing a detailed analysis of the previously used servo health monitoring tools system (Figure
7).

On the overall MDO design loop front to set up a collaborative design toolchain for an advanced, actively
flight condition optimized wing design, requirements for the MDO toolchain need to be captured first.
Deliverable D1.2 captured the outcomes of activities conducted for the requirement capture and serves
as the top-level guideline for the subsequent MDO implementation.
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Figure 6: Improved onboard IMU locations for tail flexible motion detection
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Figure 7: Temperature and flight state related calibration of servo deflection feedback

The tasks conducted within the period related to setting up the overall collaborative MDO toolchain have
been the following:

The objectives of the MDO toolchain (Figure 8) and derived requirements were discussed and agreed
among the partners. Two sorts of requirements are specified because of the different objectives for
demonstrator wing design and commercial transport aircraft wing design.

The context of the consortium’s activities related to the industry standard MDO toolchains were stud-
ied. Based on prior project results and experience the MDO toolchain structure is captured by MDAX,
which is developed by DLR to support the ideation phase of MDO. The functions of individual blocks
are specified and their interconnection has been iterated among the partners. An introduction of the
integration framework RCE is given here (Figure 9).

The definition of interfaces of connected blocks in MDO toolchain required significant effort, due to the
multidisciplinary nature of the project and due to the need that each block has to be ‘human intervention
free’, to avoid lengthy hand tuning of parameters by experts within the MDO iteration loops (Figure 10).
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Figure 9: Distributed RCE workflow

An introduction to CPACS, which is agreed by the consortium to serve as the standard interface medium,
is also given here.
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Figure 10: Frequency grid of the physical phenomena occurring over an aircraft. Ranges and values are different
from an aircraft to an other
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Demonstrator Airframe

The two goals of the legacy FLEXOP project, namely aeroelastic tailoring and active flutter suppression,
presented very different requirements for flight tests [114]. Testing of the aeroelastic tailoring would re-
quire high load factors on the wings and were not expected to pose any operational challenges. On
the other hand, flutter testing demands high airspeeds and, therefore, big areas for manoeuvring (ac-
celeration, deceleration, high-speed turns). Additional requirements were placed by the scale-down
task, imposed by industrial partners (geometry similar to a new generation commercial airliner), sen-
sors required for the measurements (minimum 2kg of payload capacity) and limitations due to logistics
(maximum part size of the unrigged aircraft should not exceed 4m).

Based on these requirements a flight test mission was designed and, including the UAV design expe-
rience of TUM, a preliminary design of the demonstrator was done. This resulted in a 65kg take-off
weight (TOW) demonstrator with a swept, 7m span wing and a V-Tail. The demonstrator received three
pairs of wings: the rigid wing for setting the baseline (designated as -0), the wing with active flutter
control (-1) and the aeroelastically tailored wing (-2). Risk alleviation by system redundancy was in-
corporated for aircraft controls. The concept required symmetrical control of the aircraft even if one of
the batteries powering the aircraft control surfaces would lose voltage. This requirement resulted in 8
wing flaps (4 per wing) and 4 ruddervators (2 per V-Tail). Additionally as a last measure to protect the
infrastructure, a parachute within the tail part of the fuselage was integrated.

Main characteristics of the demonstrator can be found in figure 19. The demonstrator is mostly flown
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Figure 11: FLEXOP Subscale flight demonstrator. Note that the left wing and V-tail are excluded.

manually by pilot via external vision. Stability augmentation flight mode via angular rate feedback is
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also available, where in manual mode the surface deflections are directly linked to the joystick positions
on the transmitter and the measured angular rates.

The aircraft has two control links. Control via two different transmitter brands was desired to decrease
the risk of both transmitters failing together due to a common mode failure (either connectivity, electrical
or mechanical). The main one is a Jeti DS-24 system which has an additional back-up receiver that
is integrated further away from all the other radio links. The secondary RC system, controlled by the
backup pilot, is a Graupner mc-28 system. Graupner has only one receiver with four antennas that are
pointed in different directions. In comparison, Jeti receivers have only two antennas.

Propulsion System The main requirements while designing the propulsion system were high acceler-
ation, low vibration and precise speed tracking. Taking these requirements into account, a jet engine
paired with a fast-response airbrake system was selected. The jet engine is a BF B300F turbine with
300N maximum thrust capability. The engine was mounted on a pylon above the fuselage with the fuel
tank located directly below it. This was designed with the intent to keep the same centre of gravity
throughout the flight.

Other systems A 5-hole air-data probe provides the measurements of aerodynamic angles and air-
speeds, as well as static and total pressures. The measurements are captured within the Micro Air-
Data Computer manufactured by Aeroprobe. The probe is mounted on a boom 55¢m in front of the
demonstrator nose. The boom length was determined using the airflow data received from the Com-
putational Fluid Dynamics (CFD) simulations. During the simulations, airspeed and flow angle values
were compared at different distances away from the nose. The distance which resulted in local flow
values within 1 percent of the free-stream values was chosen.

A secondary airspeed reading is measured by a low-cost air-data probe mounted on the right V-Tail of
the aircraft. To make sure that the readings on the secondary air-data probe are satisfactory for backup
operation, the calibration of the probe was checked in the wind tunnel. Furthermore, the airspeed
measurements in between the two probes were compared during the first flight of the demonstrator.
Good correlation of both measurements gave confidence that even in the case when the main airspeed
sensor is lost, a reliable backup would be available.

The position and attitude of the aircraft is measured by a high-precision Inertial Measurement Unit
(IMU) MTi 710 manufactured by xSens. Additionally, multiple IMU units were installed in the wings
for capturing structural acceleration data during flutter testing. Additionally, fiber Bragg grating (FBG)
system was installed in the wings for accurate deflection measurements.

A parachute system, comprising of a drag chute and the main chute, is installed in the aircraft (manu-
factured by skygraphics AG). In case the chute release is triggered, the magnet, holding the tail cone,
is released. The tail cone is then pushed away by the incoming airflow. It has the drag chute attached
to it, which, consequently pulls the main parachute out.

Two small cameras (Mobius 1080p HD Action Camera) are integrated within the tail cone. The cameras
were placed in a way to overview both wings in-flight and provide visual feedback after test runs. They
were not accessible online and would only be used for offline evaluation.

Interior layout of the systems is displayed in figure 20.

Demonstrator avionics The avionics system was built from the ground up to serve the custom needs
of the demonstrator. No commercial off the shelf system would provide the required number of input
interfaces (custom sensors, RC, telemetry, etc.), as well as the output interfaces with 19 PWM servos,
and custom UART based propulsion unit interface. The research task of integrating custom, highly
sophisticated, modern control and estimation methods, instead of the standard PID gains also facilitated
the need of a custom avionics solution.
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Figure 12: Interior layout inside the demonstrator.

Autopilot

The flight tests require to test the autopilot features one-by-one, i.e. switching on one loop after another
and observe their behavior at the flight test campaign. In order to handle different mission objectives,
the pilot should have to command GCS to set the FCC to switch to the desired operation mode. This
command is basically sent out from the GCS, and then the pilot decides when to perform it. Therefore,
two autopilot levels are distinguished. The Autopilot 1 (AP1) mode is just an augmented mode at most
of the time, and in this mode, the state machine inside the autopilot receives the commands from the
ground. The Autopilot 2 mode (AP2) performs the preset action, when the pilot decides to switch to it
on his 3-level-switch on the JETI transmitter.

Mission Planner interface

The GCS employs a customized Mission Planner which has selectors for the operation modes, what
are sent to the FCC via the telemetry antennas. The options displayed by the Mission Planner depend
on the capabilities of the software running on-board'. Figure 21 illustrates the custom user interface in
Mission Planner.

As you can see, there are options to turn on or turn of logging on the FCC and multiple options to alter
the functions of the autopilot.

Implementation

The state machine is implemented inside the autopilot’s Matlab Simulink model, as a Stateflow Chart,
so the code generation from the implemented autopilot logic can be done with the well-known Matlab
Simulink Coder. The mask of this state machine in Simulink can be seen on figure 22. The augmented
mode is active in all autopilot modes (both AP1 and AP2), and the actually flight tested components
are switched on in AP2 mode. This can involve inner loop functionalities, and task specific modes.
After a successful test flight with a certain software, the next software’s autopilot mode AP1 can include
the capabilities which are proven to work in AP2 mode. Then, the flights can be basically performed
with switching to AP1 after takeoff, then using AP1 until landing, and switching to AP2 for performing a
Mission Planner specified objective. The details of the performed maneuvers are described in the Flight
Test Cards.

Another novelty in FLIPASED is that telemetry parameters are logged on the FCC. Only essential pa-
rameters were logged previously, what caused the lack of information, so we could not reconstruct the
entire chain of events during a test. From the log we could not determine in which state the autopilot
was (even though they were logged on ground), which button has been pressed on Mission Planner,
and when. Therefore now the parameters which are set by the GCS are logged onboard.

T At aflight test, the flight test crew should be helped by the user interfaces as much as possible. The software on FCC is started
with a custom USB pendrive solution, which also selects the autopilot version. This version is reflected at the GCS, therefore only
appropriate command messages can be sent out. For example, if a software is dedicated to run engine identification, Mission
Planner displays different options than an another software, which is used for injection of modal identification signals. On Figure
21 you can observe the configuration modes and buttons for baseline mode functionality.
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Figure 13: Mission Planner user interface
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Figure 14: Matlab Simulink StateFlow Chart inside the autopilot

ECU communication, fuel flow display in EDL
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The signal of the fuel flow sensor provides a value proportional to the rate of consumed fuel in each
measurement step. Thus, scaling and integrating the measurement value is going to yield the amount
of consumed fuel. This integration is carried out on-board, and is sent to EDL which displays the
consumed fuel. Moreover, the amount of loaded fuel can be set in the EDL before turning on the engine
and there is an option to zero the consumed fuel value to start a new measurement. This was done
prevously on the EDL ground software, what was sensitive for data gaps in telemetry.

FCC hardware redesign: new RX-MUX unit
Concept

The FCC used during the FLEXOP project had a lot of components which needed improvements to
handle the new wing, and provide more functionalities during the FLIPASED test flights. The concept
of the FCC have not changed (Raspberry Pi, flightHAT unit and two RX-MUX boards), but the RX-MUX
panel gets a major revision. The first version of the FLEXOP FCC’s RX-MUX had dsPIC33 MCU-s, and
for the redundancy, one RX-MUX PCB board had two microcontrollers on it, working independently.
Only the 2S LiPo power supply was common on those panels, all the other power and data lines
were separated. The capabilities of the PIC controller became a bottleneck on the FCC, therefore an
STM32F4 unit was selected to the new generation of the board. Due to its bigger size (packages have
100 or 144 pins), the MCU redundancy concept had to be dismissed, and only one MCU serves instead
of two per PCB. Sitill, the FCC consists of 2 RX-MUX PCB panels, so redundancy among actuation
channels and flight control surfaces still remains in the system.

Figure 15: RX-MUX v2 render image

Newly developed features for FLIPASED

e New RC interface for JETI: the analog receiver with PPM signal
e Complete software redesign
e Bootloader / client application development is in progress for easier configuration
Problems The chip shortage due to COVID-19 pandemic has affected the hardware manufacturing

possibilities. Mitigating actions can be: redesign PCB to support both LQFP100 & LQFP144 packages,
etc. etc.
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New IMUs on the aircraft — tail and fuselage

Based on the lessons learnt during the FLEXOP GVT campaign the onboard inertial sensor instrumen-
tation has been revised to capture fuselage as well as tail and wing in-plane motion. IMU units were
sent out by SZTAKI to TUM, where the hardware integration was performed. Based on DLR’s sugges-
tion, the aim is to detect different bending modes on the aircraft, so the wing IMUs are not enough
anymore. The software integration of these additional sensors started, to log the IMU measurements
or send them on the telemetry link.
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Figure 16: IMU configurations

New IMU measurement modes were also developed on IMU units, meaning that the leading edge and
the trailing edge units provide different inertial measurements: one mode is dedicated for accelerations,
and another is for angular rates. Both modes send Z accelerations for logging. The log parser tool
automatically parses the log to have meaningful variable names to simplify log analysis.

DirectDrive integration

The flutter control dedicated high bandwidth Direct Drive actuator has its own controller, FCC gives po-
sition commands and gets diagnostic information from the unit via CAN bus. The Direct Drive controller
has a state machine, and the communication is based on CAN protocol, using CANopen layer on it,
which standardizes some parameter set, query and data type messages. The state machine of the
motor controller has to be handled by proper messages, which was the topic of recent development.

Already developed:

Low level CAN communication

Initialization after heartbeat messages arrived
e Position commands from RC and from autopilot

Compatibility solved with other wings with no Direct Drive
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Future developments include obtaining diagnostic information and sending it to the GCS via telemetry,
robustness improvements of both the software and the hardvare layer of the unit.

OBC-ll

To extend the capabilities of the demonstrator aircraft, an additional on-board computer (OBC-Il) has
been mounted onto the aircraft. The OBC-Il is another Raspberry Pi (version 4) which communicates
with the existing FCC. The reason behind the addition of the new computer is to reserve the FCC for
the execution of critical tasks like the autopilot, logging and telemetry.

The proposed new features to be executed on the OBC-Il are for example an online modal analysis tool
developed by DLR, additional sensors and 5GHz Wifi telemetry from TUM and a 4G LTE telemetry from
SZTAKI.

4G telemetry

The proposed concept of the 4G/LTE telemetry can be seen in figure 25.

[ RPi4 i
_ Data sharing
4G
% App DLR | telemetry

Figure 17: 4G telemetry concept

As it is visible in figure 25, the FCC sends data to the OBC-Il via wired Ethernet connection. The
"App” in figure 25 receives the incoming packets and shares it with the other processes running on the
OBC-Il including the 4G/LTE telemetry. Afterwards, the LTE process transmits the necessary data to
a NextCloud server. Of course, the Raspberry Pi 4 does not have a built-in 4G module, but there are
several options to choose from. We used a Sixfab Raspberry Pi hat (which can be seen in figure 26
which utilizes a Quectel 4G module to connect to the network.
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Figure 18: Sixfab 4G hat for the Raspberry Pi

The current state of the 4G/LTE telemetry is that the upload of small files is feasible, however due to
the rather slow uplink speeds large files take too much time to be uploaded. Therefore, the main task
for the future is to improve the upload speed of the system to be able to examine data after each flight.

Ground test data

DLR and TUM are responsible of conducting the ground tests and gathering the test data with the
airframe. The structural properties of the newly developed wing has to be checked to clear its airwor-
thiness. Before integration of the wing into the demonstrator fuselage a static test campaign will be
performed, when sandbags will be placed gradually to the wing to test its structural properties up until
150% of design load conditions. The corresponding load and deformation pairs will be measured and
the FEM model of the wing will be updated with built-in tuning beams within the NASTRAN framework.

The teams of DLR and ONERA wil jointly conduct and coordinate the GVT. The Ground Vibration Test
(GVT) will take place in collaboration between DLR and ONERA in Géttingen Germany in 2022. A
detailed test campaign will see the aircraft suspended from bungee cables and excited in several con-
figurations. The industrial test process of ONERA-DLR will be employed to produce a comprehensive
modal model of the aircraft which will be used for Finite Element (FE) model updating, flutter calculations
and controller updating. Furthermore investigations into structural non-linearity will also be conducted.

The partners will follow the same test procedure as developed during the FLEXOP project, but sev-
eral additional improvements will be incorporated. The onboard sensors and the newly developed
operational modal analysis routines will be compared with the measurements of the extensive external
instrumentation. The -3 wing will incorporate additional number of trailing edge flaps, hence their modal
analysis will be also conducted.

Flight test data

TUM is responsible of conducting the flight tests. The teams of TUM, DLR and SZTAKI have devoted
significant effort to develop flight test data analysis tools, mostly implemented in Matlab environment.

Test data downloaded from the on-board FCC has to be parsed and checked for errors first. This is
done on-site during flights. While the more rigorous quality check is done only after the flights.

Automatic scripts have been developed to speed up the process with repetitive tasks and helping user
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centric visualization.

The various command and sensor measurements are translated to meaningful physical values, and
compensation post-processing steps are executed to remove outliers and biases in the data: for exam-
ple the servo position feedback is temperature dependent for which a calibration scheme is applied to
reach +0.1 deg absolute position error during different flight phases with different altitudes at different
velocity ranges leading to temperature variations.

The entire dataset is also split into different parts, to analyse the test points - different engagement
points of the autopilot must be analysed in a proper context without additional excess data.

DLR worked mostly on rigid body system identification to recover flight mechanics parameters - with
the aim of feeding back those parameters to the overall aircraft dynamical model.

In addition to flight mechanics system identification TUM worked on analysing the flexible effects of the
air data boom and internal structure, what shows unwanted oscillatory signals around the estimated
accelerations and wind angles. The investigation led to the redesign of the air data boom mounting and
IMU mounting points inside the demonstrator instrumentation bay.

SZTAKI developed Matlab based tools to run the actuator compensation automatically with special em-
phasis on automating the identification of flight phases. In addition to that baseline control performance
test are also developed to automatically evaluate the tracking performance of the control loops.

Demonstrator Ground and Flight Test Requirements The deliverable “D1.3 Demonstrator Ground
and Flight Test Requirements Definition” lays the foundation for the various testing and corresponding
instrumentation tasks in WP3 of the project. In the beginning of the project, several key factors have
been identified and objectives as well as performance metrics have been proposed to show the benefits
of the MDO tool-chain developed within the project, in correspondence with the demonstrator aircraft.
To be able to compare the model predictions with real-life tests a detailed ground and flight test plan
has to be developed and the corresponding instrumentation, analysis tools and supporting infrastructure
have to be prepared.

This document explains the currently existing legacy ground and flight test equipment and the identified
gaps what needs to be developed within the project to fully explore the performance gains proposed by
the MDO workflow within FLIPASED. The current demonstrator aircraft needs hardware and software
improvements as well as new sensing, telemetry and onboard computing capabilities. The updated
instrumentation serves dual role, to better conduct ground test and to execute more relevant flight tests
with upgraded functionality.

Demonstrator Status

Demonstrator Airframe The two goals of the legacy FLEXOP project, namely aeroelastic tailoring
and active flutter suppression, presented very different requirements for flight tests [114]. Testing of the
aeroelastic tailoring would require high load factors on the wings and were not expected to pose any
operational challenges. On the other hand, flutter testing demands high airspeeds and, therefore, big
areas for manoeuvring (acceleration, deceleration, high-speed turns). Additional requirements were
placed by the scale-down task, imposed by industrial partners (geometry similar to a new generation
commercial airliner), sensors required for the measurements (minimum 2kg of payload capacity) and
limitations due to logistics (maximum part size of the unrigged aircraft should not exceed 4m).

Based on these requirements a flight test mission was designed and, including the UAV design expe-
rience of TUM, a preliminary design of the demonstrator was done. This resulted in a 65kg take-off
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weight (TOW) demonstrator with a swept, 7m span wing and a V-Tail. The demonstrator received three
pairs of wings: the rigid wing for setting the baseline (designated as -0), the wing with active flutter
control (-1) and the aeroelastically tailored wing (-2). Risk alleviation by system redundancy was in-
corporated for aircraft controls. The concept required symmetrical control of the aircraft even if one of
the batteries powering the aircraft control surfaces would lose voltage. This requirement resulted in 8
wing flaps (4 per wing) and 4 ruddervators (2 per V-Tail). Additionally as a last measure to protect the
infrastructure, a parachute within the tail part of the fuselage was integrated.

Main characteristics of the demonstrator can be found in figure 19. The demonstrator is mostly flown
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Figure 19: FLEXOP Subscale flight demonstrator. Note that the left wing and V-tail are excluded.

manually by pilot via external vision. Stability augmentation flight mode via angular rate feedback is
also available, where in manual mode the surface deflections are directly linked to the joystick positions
on the transmitter and the measured angular rates.

The aircraft has two control links. Control via two different transmitter brands was desired to decrease
the risk of both transmitters failing together due to a common mode failure (either connectivity, electrical
or mechanical). The main one is a Jeti DS-24 system which has an additional back-up receiver that
is integrated further away from all the other radio links. The secondary RC system, controlled by the
backup pilot, is a Graupner mc-28 system. Graupner has only one receiver with four antennas that are
pointed in different directions. In comparison, Jeti receivers have only two antennas.

Propulsion System The main requirements while designing the propulsion system were high accel-
eration, low vibration and precise speed tracking. Taking these requirements into account, a jet engine
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paired with a fast-response airbrake system was selected. The jet engine is a BF B300F turbine with
300N maximum thrust capability. The engine was mounted on a pylon above the fuselage with the fuel
tank located directly below it. This was designed with the intent to keep the same centre of gravity
throughout the flight.

Other Systems A 5-hole air-data probe provides the measurements of aerodynamic angles and air-
speeds, as well as static and total pressures. The measurements are captured within the Micro Air-Data
Computer manufactured by Aeroprobe. The probe is mounted on a boom 55¢m in front of the demon-
strator nose. The boom length was determined using the airflow data received from the Computational
Fluid Dynamics (CFD) simulations. During the simulations, airspeed and flow angle values were com-
pared at different distances away from the nose. The distance which resulted in local flow values within
1 percent of the free-stream values was chosen.

A secondary airspeed reading is measured by a low-cost air-data probe mounted on the right V-Tail of
the aircraft. To make sure that the readings on the secondary air-data probe are satisfactory for backup
operation, the calibration of the probe was checked in the wind tunnel. Furthermore, the airspeed
measurements in between the two probes were compared during the first flight of the demonstrator.
Good correlation of both measurements gave confidence that even in the case when the main airspeed
sensor is lost, a reliable backup would be available.

The position and attitude of the aircraft is measured by a high-precision Inertial Measurement Unit
(IMU) MTi 710 manufactured by xSens. Additionally, multiple IMU units were installed in the wings
for capturing structural acceleration data during flutter testing. Additionally, fiber Bragg grating (FBG)
system was installed in the wings for accurate deflection measurements.

A parachute system, comprising of a drag chute and the main chute, is installed in the aircraft (manu-
factured by skygraphics AG). In case the chute release is triggered, the magnet, holding the tail cone,
is released. The tail cone is then pushed away by the incoming airflow. It has the drag chute attached
to it, which, consequently pulls the main parachute out.

Two small cameras (Mobius 1080p HD Action Camera) are integrated within the tail cone. The cameras
were placed in a way to overview both wings in-flight and provide visual feedback after test runs. They
were not accessible online and would only be used for offline evaluation.

Interior layout of the systems is displayed in figure 20.

wing Mount Propulsion V-tail
Mount Mount

Landing Gear Fuel Airbrake Parachute Tail Aft
Nose Cone | Payload Bay | Compartment Tank Actuators Compartment Wheel Cone

Figure 20: Interior layout inside the demonstrator.

Demonstrator Avionics The avionics system was built from the ground up to serve the custom needs
of the demonstrator. No commercial off the shelf system would provide the required number of input
interfaces (custom sensors, RC, telemetry, etc.), as well as the output interfaces with 19 PWM servos,
and custom UART based propulsion unit interface. The research task of integrating custom, highly
sophisticated, modern control and estimation methods, instead of the standard PID gains also facilitated
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the need of a custom avionics solution.
Autopilot
Introduction

The flight tests require to test the autopilot features one-by-one, i.e. switching on one loop after another
and observe their behavior at the flight test campaign. In order to handle different mission objectives,
the pilot should have to command GCS to set the FCC to switch to the desired operation mode. This
command is basically sent out from the GCS, and then the pilot decides when to perform it. Therefore,
two autopilot levels are distinguished. The Autopilot 1 (AP1) mode is just an augmented mode at most
of the time, and in this mode, the state machine inside the autopilot receives the commands from the
ground. The Autopilot 2 mode (AP2) performs the preset action, when the pilot decides to switch to it
on his 3-level-switch on the JETI transmitter.

Mission Planner interface

The GCS employs a customized Mission Planner which has selectors for the operation modes, what
are sent to the FCC via the telemetry antennas. The options displayed by the Mission Planner depend
on the capabilities of the software running on-board?. Figure 21 illustrates the custom user interface in
Mission Planner.

As you can see, there are options to turn on or turn of logging on the FCC and multiple options to alter
the functions of the autopilot.

Implementation

The state machine is implemented inside the autopilot’s Matlab Simulink model, as a Stateflow Chart,
so the code generation from the implemented autopilot logic can be done with the well-known Matlab
Simulink Coder. The mask of this state machine in Simulink can be seen on figure 22. The augmented
mode is active in all autopilot modes (both AP1 and AP2), and the actually flight tested components
are switched on in AP2 mode. This can involve inner loop functionalities, and task specific modes.
After a successful test flight with a certain software, the next software’s autopilot mode AP1 can include
the capabilities which are proven to work in AP2 mode. Then, the flights can be basically performed
with switching to AP1 after takeoff, then using AP1 until landing, and switching to AP2 for performing a
Mission Planner specified objective. The details of the performed maneuvers are described in the Flight
Test Cards.

Another novelty in FLIPASED is that telemetry parameters are logged on the FCC. Only essential pa-
rameters were logged previously, what caused the lack of information, so we could not reconstruct the
entire chain of events during a test. From the log we could not determine in which state the autopilot
was (even though they were logged on ground), which button has been pressed on Mission Planner,
and when. Therefore now the parameters which are set by the GCS are logged onboard.

ECU communication, fuel flow display in EDL

The signal of the fuel flow sensor provides a value proportional to the rate of consumed fuel in each
measurement step. Thus, scaling and integrating the measurement value is going to yield the amount
of consumed fuel. This integration is carried out on-board, and is sent to EDL which displays the
consumed fuel. Moreover, the amount of loaded fuel can be set in the EDL before turning on the engine
and there is an option to zero the consumed fuel value to start a new measurement. This was done

2At a flight test, the flight test crew should be helped by the user interfaces as much as possible. The software on FCC is started
with a custom USB pendrive solution, which also selects the autopilot version. This version is reflected at the GCS, therefore only
appropriate command messages can be sent out. For example, if a software is dedicated to run engine identification, Mission
Planner displays different options than an another software, which is used for injection of modal identification signals. On Figure
21 you can observe the configuration modes and buttons for baseline mode functionality.
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FCC hardware redesign: new RX-MUX unit

Concept

The FCC used during the FLEXOP project had a lot of components which needed improvements to
handle the new wing, and provide more functionalities during the FLIPASED test flights. The concept
of the FCC have not changed (Raspberry Pi, flightHAT unit and two RX-MUX boards), but the RX-MUX
panel gets a major revision. The first version of the FLEXOP FCC’s RX-MUX had dsPIC33 MCU-s, and
for the redundancy, one RX-MUX PCB board had two microcontrollers on it, working independently.
Only the 2S LiPo power supply was common on those panels, all the other power and data lines
were separated. The capabilities of the PIC controller became a bottleneck on the FCC, therefore an
STM32F4 unit was selected to the new generation of the board. Due to its bigger size (packages have
100 or 144 pins), the MCU redundancy concept had to be dismissed, and only one MCU serves instead
of two per PCB. Still, the FCC consists of 2 RX-MUX PCB panels, so redundancy among actuation
channels and flight control surfaces still remains in the system.

Figure 23: RX-MUX v2 render image

Newly developed features for FLIPASED

e New RC interface for JETI: the analog receiver with PPM signal
e Complete software redesign

e Bootloader / client application development is in progress for easier configuration

Problems The chip shortage due to COVID-19 pandemic has affected the hardware manufacturing
possibilities. Mitigating actions can be: redesign PCB to support both LQFP100 & LQFP144 packages,
etc. etc.

New IMUs on the aircraft — tail and fuselage

Based on the lessons learnt during the FLEXOP GVT campaign the onboard inertial sensor instrumen-
tation has been revised to capture fuselage as well as tail and wing in-plane motion. IMU units were
sent out by SZTAKI to TUM, where the hardware integration was performed. Based on DLR’s sugges-
tion, the aim is to detect different bending modes on the aircraft, so the wing IMUs are not enough
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anymore. The software integration of these additional sensors started, to log the IMU measurements
or send them on the telemetry link.
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Figure 24: IMU configurations

New IMU measurement modes were also developed on IMU units, meaning that the leading edge and
the trailing edge units provide different inertial measurements: one mode is dedicated for accelerations,
and another is for angular rates. Both modes send Z accelerations for logging. The log parser tool
automatically parses the log to have meaningful variable names to simplify log analysis.

DirectDrive integration

The flutter control dedicated high bandwidth Direct Drive actuator has its own controller, FCC gives po-
sition commands and gets diagnostic information from the unit via CAN bus. The Direct Drive controller
has a state machine, and the communication is based on CAN protocol, using CANopen layer on it,
which standardizes some parameter set, query and data type messages. The state machine of the
motor controller has to be handled by proper messages, which was the topic of recent development.

Already developed:

e Low level CAN communication

¢ Initialization after heartbeat messages arrived

¢ Position commands from RC and from autopilot

e Compatibility solved with other wings with no Direct Drive
Future developments include obtaining diagnostic information and sending it to the GCS via telemetry,
robustness improvements of both the software and the hardvare layer of the unit.

OBC-ll
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To extend the capabilities of the demonstrator aircraft, an additional on-board computer (OBC-II) has
been mounted onto the aircraft. The OBC-Il is another Raspberry Pi (version 4) which communicates
with the existing FCC. The reason behind the addition of the new computer is to reserve the FCC for
the execution of critical tasks like the autopilot, logging and telemetry.

The proposed new features to be executed on the OBC-Il are for example an online modal analysis tool
developed by DLR, additional sensors and 5GHz Wifi telemetry from TUM and a 4G LTE telemetry from
SZTAKI.

4G telemetry

The proposed concept of the 4G/LTE telemetry can be seen in figure 25.
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Figure 25: 4G telemetry concept

As it is visible in figure 25, the FCC sends data to the OBC-Il via wired Ethernet connection. The
"App” in figure 25 receives the incoming packets and shares it with the other processes running on the
OBC-Il including the 4G/LTE telemetry. Afterwards, the LTE process transmits the necessary data to
a NextCloud server. Of course, the Raspberry Pi 4 does not have a built-in 4G module, but there are
several options to choose from. We used a Sixfab Raspberry Pi hat (which can be seen in figure 26
which utilizes a Quectel 4G module to connect to the network.
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Figure 26: Sixfab 4G hat for the Raspberry Pi

The current state of the 4G/LTE telemetry is that the upload of small files is feasible, however due to
the rather slow uplink speeds large files take too much time to be uploaded. Therefore, the main task
for the future is to improve the upload speed of the system to be able to examine data after each flight.

Ground Test Data DLR and TUM are responsible of conducting the ground tests and gathering the
test data with the airframe. The structural properties of the newly developed wing has to be checked
to clear its airworthiness. Before integration of the wing into the demonstrator fuselage a static test
campaign will be performed, when sandbags will be placed gradually to the wing to test its structural
properties up until 150% of design load conditions. The corresponding load and deformation pairs will
be measured and the FEM model of the wing will be updated with built-in tuning beams within the
NASTRAN framework.

The teams of DLR and ONERA wil jointly conduct and coordinate the GVT. The Ground Vibration Test
(GVT) will take place in collaboration between DLR and ONERA in Géttingen Germany in 2022. A
detailed test campaign will see the aircraft suspended from bungee cables and excited in several con-
figurations. The industrial test process of ONERA-DLR will be employed to produce a comprehensive
modal model of the aircraft which will be used for Finite Element (FE) model updating, flutter calculations
and controller updating. Furthermore investigations into structural non-linearity will also be conducted.

The partners will follow the same test procedure as developed during the FLEXOP project, but sev-
eral additional improvements will be incorporated. The onboard sensors and the newly developed
operational modal analysis routines will be compared with the measurements of the extensive external
instrumentation. The -3 wing will incorporate additional number of trailing edge flaps, hence their modal
analysis will be also conducted.

Flight Test Data TUM is responsible of conducting the flight tests. The teams of TUM, DLR and
SZTAKI have devoted significant effort to develop flight test data analysis tools, mostly implemented in
Matlab environment.

Test data downloaded from the on-board FCC has to be parsed and checked for errors first. This is
done on-site during flights. While the more rigorous quality check is done only after the flights.
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Automatic scripts have been developed to speed up the process with repetitive tasks and helping user
centric visualization.

The various command and sensor measurements are translated to meaningful physical values, and
compensation post-processing steps are executed to remove outliers and biases in the data: for exam-
ple the servo position feedback is temperature dependent for which a calibration scheme is applied to
reach +0.1 deg absolute position error during different flight phases with different altitudes at different
velocity ranges leading to temperature variations.

The entire dataset is also split into different parts, to analyse the test points - different engagement
points of the autopilot must be analysed in a proper context without additional excess data.

DLR worked mostly on rigid body system identification to recover flight mechanics parameters - with
the aim of feeding back those parameters to the overall aircraft dynamical model.

In addition to flight mechanics system identification TUM worked on analysing the flexible effects of the
air data boom and internal structure, what shows unwanted oscillatory signals around the estimated
accelerations and wind angles. The investigation led to the redesign of the air data boom mounting and
IMU mounting points inside the demonstrator instrumentation bay.

SZTAKI developed Matlab based tools to run the actuator compensation automatically with special em-
phasis on automating the identification of flight phases. In addition to that baseline control performance
test are also developed to automatically evaluate the tracking performance of the control loops.

Ground Test Requirements

Taxi tests for landing gear and handling Building on previous flight test experiences, landing gear
proved to be one of the biggest challenges during the operation of the demonstrator. The aircraft was
very difficult to control while on the ground, leading to a few very dangerous situations and one accident,
where the aircraft skidded of the runway and hit a runway light. Therefore, upgrades were necessary to
ensure sustainable operation of the aircraft.

Parallel with mechanical upgrades, computer simulations were made to help identify further problems
without risking the air-frame itself discussed in section 2.1.3.

As a starting point, the following landing gear design flaws have been identified:
1. Very narrow main landing gear makes it easy for the aircraft to bank from wingtip to wingtip. If

this happens during takeoff or landing, the wingtip touches the ground and instantly creates a
destabilizing moment.

2. Main landing gear is longitudinally far from the center of gravity. This means that the disturbing
bank angle, required to tip the aircraft, is further decreased.

3. The tires of the main landing gear are too soft for the airplane. This makes it possible to deform
the tires very easily and also significantly increases the rolling resistance during take-off run.

4. Unsteerable tail wheel makes the aircraft very hard to control while on the ground. The tail has to
be lifted up first and aircraft is then steered with the rudder.

Two different concepts for fixing the landing gear were discussed:

1. Fundamentally changing the landing gear layout.
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2. Adjusting the current landing gear to make it acceptably safe for operation.

Because of the fact that the first option would require major fuselage changes and would take at least
a few months, it was decided to start with the second option first. Ways to improve handling were
discussed during the winter before the first flight test campaign. Due to the complex nature of the
problem the solutions that were initially agreed upon did not completely resolve the issue. This resulted
in an iterative process with different concepts being implemented as add-ons to the initial design along
the way. The chronology of the process was:

1. Implement the steerable tailwheel with damping.

The initial solution to steering was to install an off-the-shelf tailwheel assembly. Unfortunately, the
solution did not work because the load on the tailwheel appeared to be too big for the part. There-
fore another, completely custom iteration was done. This included a custom milled aluminum
fork for steering and a damping assembly. The damping assembly was composed of glass-fiber-
reinforced plastic plate acting as a leaf spring for longitudinal damping and two rubber dampers
for lateral stiffness. The structure held well, but the steering made the aircraft hard to control and
very sensitive to any pilot inputs.

2. Change the brakes of the main landing gear to more effective ones.

Tire brakes were changed to drum brakes. From previous testing it was noted that the tires wear
out very quickly due to the brakes. Also, the braking power of the old system proved to be too little.
Therefore, new type of brakes was implemented that would both conserve the tires and increase
the braking force on the wheel hub.

3. Add a gyro to the tailwheel.

Introducing the steerable tailwheel did not solve the controlability problem as the team has hopped.
The aircraft became very sensitive, especially at higher speeds. The solution was to introduce a
gyroscope-based compensation for the gain on the steering. This proved to improve the steering
somewhat.

4. Reverse the main landing gear frame to shift the ground contact point back.

One of the main findings, mentioned in the early research on taildragger aircraft is that the ten-
dency to veer of the runway is decreased if the centre of gravity is kept as close as possible to
the main landing gear. This was recorded in all the reports on the topic. Therefore, changing
the location of the landing gear was considered. Luckily, the landing gear frame was easy to flip,
moving the main landing gear backwards by 75mm. The outcome was lesser tendency to veer off
the runway, an increase to the critical bank angle to tip on one wing, but also higher load on the
main tires. Even though the weight increase was only 2.5% per wheel, the main tires were already
overloaded before. The further steps would include looking for stiffer main tires, if possible.

5. Laterally stiffen the main landing gear assembly

During the taxi tests cameras were mounted facing both the gears. This helped to observe the
behavior of the landing gear and make further conclusions. One of them was that the main landing
gear is too flexible laterally, which makes it easier to tip onto one wing and harder to get out of the
tipped position. Therefore, further parts were introduced to stiffen the landing gear laterally.

6. Change the main wheels to stiffer ones

Even though the gear was made stiffer, it was recognized that the tyres of the main gear are way
too soft for the aircraft. This was discovered during one of the testing days, where the aircraft
stood on the ground for a couple of hours. As a result the foam-filled tyres deformed plastically
and were not usable anymore. Additionally, during high speed taxi tests a set of tyres burst into
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pieces after they got too hot (Due to braking and rolling). It was decided that a stiffer tyre is a
must. And with no alternative tyres available for the same wheelset, a double sailplane tailwheel
(TOST 150 MINI) instead of the original RC model grade wheels were bought. The TOST wheels
would have a proper inflatable tyre moutned on, which would make the main gear stiffer laterally.

7. Add brakes with higher efficiency

In addition to upgrading the wheels to stiffer ones, the TOST wheels also had a possibility to have
disc brakes mounted on them. Since long braking path was also discovered to be a problem
during our flight tests, this seemed like a good option.

The changes of both, main gear and tailwheel resulted in a considerably more steerable aircraft. Mul-
tiple taxi tests were done, including low speed and high speed tests, to make sure the aircraft has
enough controllability to safely resume flight testing. In the end, changing the main wheels from RC
model grade to aviation grade seemed to make the biggest difference. The aircraft was declared as
flight-worthy again. The main requirement was adequate pilot feel, what is difficult to quantify, but dur-
ing the iterative retrofit solution the pilots have gained insight on the boundaries of ground handling
envelope and had a clear and consistent go/no go decision threshold after each taxi test.

Analysis and simulation results The goal of creating a simulation framework was to be able to
analyze the ground handling behaviour of the Aircraft with different structural and layout parameters.
That allowed to test different physical configurations and develop trends based on them, which would
normally have needed risky taxi test potentially leading to permanent structural damage of the airframe.

Type Condition | Improvement

Inherent stability of configuration unstable | toe-out main wheels, Configuration change

Lateral (yaw) Stability stable

Rollover Stability critical Increase of V., .., change of T/O flap configuration
Tip-over Stability very good

Chance of veering off/ground loop high fix tail wheel, increase lateral friction of tail wheel

Table 1: Summary of T-FLEX stability analysis

Table 1 shows the main results of the ground handling stability analysis of the T-Flex demonstrator.
Due the tail-wheel or tail-dragger configuration, the ground behaviour itself is inherently unstable. Any
side-force experienced by the vehicle will result in a destabilising moment. Making the vehicle stable,
would require a conceptual landing gear change to either a tricycle or a quadricycle configuration.

The rollover stability of the vehicle can be improved by varying the parameters in equation 1 in a way,
that the V,, ., is higher than the take-off speed. As of current state, none of the indicated parameters
can be changed to increase V,, ., without permanent structural change of the air-frame itself.

gRbl
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To decrease the chance of ground side-skid during operation the lateral friction must be increased if
possible, by forcing the tail down using the elevator in more upward setting during taxi, take-off and
landing operations.
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The results of the simulations showed, that there is a considerably high difference in dynamic response
of the vehicle, at the speed when the tail-wheel lifts off from the ground. With the current configuration,
that switch occurs around 17-18 7, which is well below the normally experienced takeoff speed 30-33
7. At the point, when the tail-wheel has no contact with the ground, the vehicle instability drastically
increases while the pilot can use only the low effectiveness rudder input as counter acting control
surface.

To make the operation of the T-FLEX safe and reliable, the take-off and landing problem has to be
mitigated. The taxi test results as well as the simulation results showed, that the original landing-gear
design of the vehicle is not sufficient for the task at hand. With the small configuration changes, the
system is still not reliable enough to allow us to honestly say, "It will survive the takeoff.”

Possible solutions which worth to consider are the followings.

e decrease take-off speed, so the in-stable/uncontrollable phase should be minimized
e Landing-gear design change

— Non-retractable tail-wheel configuration
— tricycle configuration, either retractable or not

e design and build of a take-off cart

Given the remaining time-frame of the project and the complexity of the development/deployment and
overall testing of a new landing-gear design, the take-off speed redcution is favourable.

Decreasing take-off speed Investigations of different flap configurations have been carried out. TUM
built a 50% scaled demonstrator of the demonstrator called "Defstar” with which they tested the stall
behavior of the aircraft and also investigated the effects of various flap settings. After a number of con-
fidence building stall recovery maneuvers and the investigation of stall behavior of the "Defstar” vehicle,
it was decided that increased flap settings during takeoff and landing would not result in dangerous stall
behaviour while it would lead to higher lift at lower speeds and the takeoff length could be shortened.
The numerciacal predictions and flight test results have been confirmed in a flight test when a decrease
of the take-off length was confirmed, leading to significantly better ground handling behaviour. The
process of aerodynamic investigation and test results are already described in detail in D3.2 Flight Test
Report - Phase 1.

Hardware-in-the-loop (HIL) testing Due to the significant effort of conducting flight tests the main
method to clear any newly developed system component or software function is to test it in the HIL
simulation platform. It has two distinct versions, one is hosted on a legacy Windows 10 based PC,
running Simulink Real Time, and inerfaced with external devices via the standard PCI cards of a desktop
PC. This system has two instances: one at SZTAKI (for software development) and another one at
TUM (for pilot training). The other HIL is based on a Speedgoat target machine, which is a turnkey
solution with dedicated hardware interfaces and dedicated software implementation of the required
communication protocols between the simulation and hardware components, this is also available at
two locations (SZTAKI uses it for SW/HW development and another one is under commission at DLR
to develop the necessary real-time capable simulation platform for V and V).

Testing autopilot functionality One key activity is developing improved versions of the autopilot for
the demonstrator at SZTAKI in Hungary and testing them before flights in Germany.
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e signal injection signals, amplitudes, LUT, time before injected signal

e autothrottle, throttle injection

e inner loops, course angle, altitude hold

Remote testing during pandemic Due to restrictions during the pandemic work in the office was
very limited. Hence a custom solution was implemented to support remote work during COVID-19
pandemic. The objective was to perform full HIL tests remotely:

e Access to computers at the lab

e Accessing the FCC

o Emulate transmitter behavior for FCC

e Programming of the microcontrollers and power supplies

The aforementioned tasks were completed successfully and HIL tests were successfully performed

from home.
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Figure 27: Remote configuration of SZTAKI HIL for home office access

e VPN and VNC access was configured: Linux and Windows clients are both supported

e FCC was accessible with WiFi sticks from multiple PCs at the lab, and SSH connection could be
established for start and stop the software, and copy logs

e Programmable power supply units were connected to HIL PC and was controlled by serial port
messages

¢ Arduino application was developed for PPM generation to emulate JETI transmitter behavior, run-
ning parallel with the JETI receiver as seen on Figure 28a.
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e A client application in MATLAB was developed with JETI interfaces (Autopilot switch, joysticks),
as seen on Figure 28b.

e Command-line interface is also provided in MATLAB

-'."'m;?“.' = L

(a) Arduino PPM generator device (b) Matlab GUI for PPM generation

Figure 28: Remote HIL testing equipment

Pilot Training Pilot Training Simulator (PaOT) is necessary for the flight test team to get familiar with
the aircraft dynamics, the autopilot capabilities and the GCS user interface. The whole mission have to
be practiced with as close to the real mission as possible. Therefore, all interface have to work (almost)
the same, as the real aircraft.

Autopilot testing has reached the point, when GCS issues a lot of commands on the Mission Plan-
ner interface, as seen on Figure 21. These buttons are controlling a state machine in the software
(Figure 22). Basically the FLEXOP PaOT ran a SIL simulation on a target machine, connected to a vi-
sualization environment, and running the aircraft model provided by DLR. The telemetry functionalities
included emulating MAVLink messages, but only the general ones, not those parameters which are set
for autopilot parametrization. EDL was also not implemented in this simulator.

e The statemachine of the autopilot is implemented in MATLAB Stateflow, but unfortunately at TUM
PaOT there were no license for this. Therefore it could not work. Also, putting inside a generated
S-function is a wrong solution, because Autopilot is a referenced model, and S-functions can’t
deal with it.

e There were no MAVLink emulation in the project before, to implement almost the whole protocol,
which is already in C code, into MATLAB, would be too much effort for this issue. However there
are other ways, such as a HIL method, using the FCC itself for the MAVLink communication.

¢ Another problem is the different architecture and compiler, therefore mex files cannot be shared
among the computers, so deployment is complicated, because development in Simulink is not
enough, but a new software requires to build an autopilot software running on Raspberry, and a
different mex binary from the same autopilot to run in pilot training environment.

These problems resulted that in the current form, the original PaOT would need a lot of development
to achieve the same functionallity as the SZTAKI HIL. So we concluded that we replace the former
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Figure 29: SZTAKI HIL which was sent to Munich

PaOT SIL, to the SZTAKI HIL, to have the same environment at SZTAKI for development and testing
before software releases and at TUM for pilot training before the flight testing of the released software.
Therefore, the same software can be tested in SZTAKI, at TUM, and flown actually.

The integration of new features to SZTAKI HIL is reaching its limits soon, so this setup will be easier to
maintain in Speedgoat environment. That environment will serve as a common, universal platform with
industrial grade hardware.

Speedgoat Integration Implementing the aircraft model on the Speedgoat machine is in progress.
The input capture module successfully reads the PWM signals coming from the RX-MUX units of the
FCC. Therefore, now the actuator signals can be received through the CAN interface and directly from
the PWM input capture units as well. Snippets from the CAN and PWM input capture Simulink blocks
can be seen in figures/D103 30 and 31.

FROM FCC (RX-MUX) VIA CAN

Speadgoat
10612
Setup
Module ID: 1
Channal: 2-CAN, 4-CAN —
LTt
Smnd‘qzn;[ Data prosent [
106
CAN read Gt
I\‘l:odule 1D: 1 5 Signal2 RTi
hannel: 2 Message: CAN Ms
CAM Mg CANMSD gandand ID: IF params RC PICTIDT Signal
RW3 ]

Signald

Figure 30: CAN input block of the Speedgoat Simulink model
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Figure 31: PWM input capture block of the Speedgoat Simulink model

Unfortunately, the S-function aircraft model from DLR was not compatible with the Speedgoat simulation
out of the box, however the bottom-up model from SZTAKI provided realistic aircraft dynamics.

The development of the sensor emulators are still under development. The emulated air data sensor
sends data correctly, but the xSens model needs some modifications to make it work.

Therefore, the upcoming tasks are to finish the sensor interfaces to provide data for the FCC and to
integrate the DLR aircraft model to the Speedgoat simulation.

Ground Vibration Test For a successful Ground Vibration Test (GVT) the aircraft should be trans-
ported and assembled in the DLR test facility in Géttingen. During testing the Flight Control Computer
(FCC) should also manage the actuator control. All equipment will be provided by DLR and ONERA.
Close collaboration between the partners who use the data for model updating will also be beneficial
for the project. Finally, if the modifications to the empennage and fuselage are considered significant, it
will be necessary to re-test all wing sets.

In the continuation, the collection of the measurements should be stored in a place accessible to all
partners to perform analysis and extraction of the modal content and reconstruct a digital version of the
experiment.

Engine Thrust Measurement TUM developed and tested an engine thrust measurement system.

In order to quantify the effect of active drag reduction, as will be done within Task 2.5 Tool Adaptation:
Control Design (and partially tasks Task 2.2: Tool Adaptation: Aerodynamics, Task 2.3: Tool Adaptation:
Aeroelasticity and Task 2.4: Tool Adaptation: Movables Design), accurate measurement of changes in
drag will be necessary. For manned aviation this is usually done by glide polar method (for sailplanes)
or by calculating the thrust applied together with aircraft acceleration measurements (for powered air-
craft). In the latter case, thrust of the engine is usually provided by the engine manufacturer for specific
flight conditions and is later adapted by measuring engine parameters (temperatures, pressures and
revolutions).

In case for T-FLEX demonstrator (or in fact most of the UAVs), only very limited engine data is provided
by the manufacturer. Usually, fuel consumption, idle and maximum thrust and RPMs can be found. But
thrust data, required for estimating drag of the aircraft, is not available. Therefore, it was decided to
measure the thrust of the engine directly in-flight.

In order to detect changes due to active drag reduction, the measurement system accuracy has to be
of the same order of magnitude as the difference in drag. During preliminary stages, it was estimated
that absolute reduction of 0.5N could be expected. Moreover, the system has to last the whole flight
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(around 30 minutes), be able to withstand maximum trust of the engine (300N) and have a sufficiently
high sampling rate for such application. As the jet-engine in use is relatively slow response, 50Hz
sampling rate was decided to be enough in comparison with 200Hz used otherwise on the aircraft.

Environmental conditions also had to be taken into account. Temperature, altitude and pressure as well
as weather-induced conditions such as wind and rain were to be expected. Additionally compensation
for off-level flight conditions was to be possible. Measurement of net thrust was required.

Table 2 summarizes the requirements.

Table 2: Summary of design requirements for the thrust measurement system

Sub-Requirement Value

Range of Measurement 0< T<300N

Precision of Measurement | £0.5 N

Duration of Measurement | > 30 minutes

Sample Rate > 50 samples per second

Flight Test Requirements

System identification The online system identification methods (operational modal analysis) devel-
oped by DLR will be used during the flight test campaign. This system receives data from the Flight
Control Computer (FCC) performs signal processing, modal analysis, and tracking and sends the re-
sults via telemetry to the ground station. Here engineers can monitor critical damping trends as an
indicator of flutter onset. As the system matures during testing, a connection to the controller providing
real time state matrices could be further investigated.

There are three critical components what are required for these methods to work, what were not imple-
mented on the demonstrator before the start of the project:
e A secondary, non-flight critical on-board computer running the algorithms,
e Change in the sensor configuration on the wings and additional new IMUs inside the tail surfaces,
¢ Reliable telemetry channel and GCS user interface to monitor the behaviour of the system.

All three items have been resolved and the demonstrator is ready to perform tests with the system
on-board.

Baseline control The key components of the baseline controller have been laid down in the FLEXOP
project, however the new challenges necessitate further adjustments.

As depicted in Figure 32 the architecture of the controller has been selected to be structured, in order
to facilitate sequential testing and validation. This control architecture also allows the possibility of
reconfiguration by introducing additional loops, as discussed later.

The successful testing of the inner loop functionalities (namely: pitch attitude and lateral directional
control) have been performed. According to the feedback from the pilots and the flight test crew, minor
adjustments, additional tunings have also been applied on the control loops. In order to test the full
functionality of the baseline controller and validate the model-based design, Figure 33 summarizes the
proposed flight test plan schedule.
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Figure 32: Architecture of the baseline controller

Before each flight test, the implemented autopilot software goes through a series of ground tests in order
to check the basic behaviour of the control loops. These ground tests involve the imitation of certain
maneuvers with fixed airspeed and by checking the deflection of the control surfaces in response of the
maneuvers.

The satisfactory performance of the inner loop functionalities allows stable straight and level flight con-
ditions to be achieved, where additional signals can be injected for identification purposes. Accordingly,
the baseline control architecture has been extended with the functionality of injecting test and identifi-
cation signals superimposed on the stabilizing inner loops.

A crucial component of the hardware configuration is the BF300 jet engine and the corresponding
autothrottle control loop. Due to the lack of experimental data about the engine’s behaviour, along with
some unmeasured signals, a model-based look-up table has been created to describe the non-linear
response of the engine. This non-linearity is included in the baseline control architecture (see Figure
32) and flight no. 6. is dedicated for the validation of this. It is not possible to directly assess the
engine parameters, therefore a reverse engineering approach has to be applied, comparing the flight
measurements with the ones predicted by the high fidelity model. Accordingly, a prediction-error method
can be applied to determine the unknown (or uncertain) parameters. Once the engine parameters are
adjusted the further functionalities of the baseline controller can be tested.

One aspect of the baseline controller flight testing is the sequentiality: the separate functions can be
tested separately in various flight test scenarios. Flight tests no. 8 and 9 are dedicated for the outer-
loops and the way-point tracking functionalities and consist multiple tests.

An important and crucial point of the baseline control flight testing is the feedback it provides for the
model-based design methodology. Namely, the measured flight data has to be evaluated and compared
with the response of the model-based toolchain (see Figure 34). These measurements, along with the
expertise of the flight test crew, are essential for the fine tuning of the control loops. In addition they can
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System Test 2

Autopilot Test 1

Autopilot Test 2

Autopilot Test 3

Envelope Expansion 1

Systems Test 3

Aeroelastic Test 1

Flutter Test 1

FIIPASED

General
Assessment of ground handling qualities.

Assessment of In-Flight Behaviour of Systems and Handling Qualities when flown
by external pilot. Manual flight control onfy.

Public Maiden Flight

Airspeed and altitude sensor calibration.
Flight mechanics model identification. Doublets and step inputs on roll/pitch/iyaw.

Engine model identification.

Airbrake model identification. Fly manoeuvers required to calibrate the airbrake
model (low negative pitch manoeuvres with extended airbrakes)

Assessment of autopilot functionality and autonomous flight. Autopilot inner loop
and course angle hold tests. Mode switching, altitude hold, IAS hold, WPS
tracking.

Assessment of autopilot functionality and autonomous flight. WPS tracking
including speed and altitude changes in between.

Check If the autopilot can hold a steady load factor (n_z) during turn. Check if the
autopilot can follow the horse track closely.

Tums with increasing bank angle (increasing load factor)

Testing of the direct drive. Perform full direct drive frequency sweep to identify its'
influsnce on ﬂight dynamics and aeroelastic modes.

Aeroelastic model identification. Sine sweeps on control surfaces. Multiple
repetitions.

Open loop flutter test. Flying one test leg, download data, verify that the speed
can be increased further on, increase the speed for the next test leg. No flutter
control.

Figure 33: Flight test plan related to the baseline controller [89]
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provide valuable insights on the modeling and design methodology, formulated as formal metrics and
incorporated in the integrated design.

SIL simulation: autopilot running on flight log

BT M FighiGear data LB FighiGasr data

Aircraft model

— [ }—usc

Figure 34: SIL simulation of the baseline controller based on flight log measurements and inputs

Load control The functions are developed jointly by the DLR-ONERA team, as a novelty for the FLi-
PASED demonstrator. Both maneuver and gust loads control loops will be assessed in flight (not in
ground). The common objectives of these control functions is to limit the worst case loads in either
maneuver or gust episodes. In addition, a common constrain is to maintain the baseline flight perfor-
mances unchanged (or slightly unchanged).

For the both MLA and GLA, the outer ailerons are used together with IMU sensors. The synthesis of
the control functions is made automatically based on a single model, obtained after approximation and
leads to a single LTI MIMO control law.

To address the performance of these control laws the structural response of the wing will be measured
and loads and deformation will be estimated either via visual-inertial or fibre brag based measurements.
Additional strain sensors might be placed on the root section of the wingspars. The quantification of
these load alleviation functions also require precise flight dynamics and air data reconstruction to be
able to compare gust to response amplitudes with load alleviation functions turned on and off during
various external weather conditions.

Flutter control The nominal flutter controller is developed by SZTAKI. The flutter controller [109]
aims to mitigate the undamped oscillations of the wings that occur if the aircraft is flying beyond the
flutter speed. It uses the the outermost aileron pair to achieve this goal. For the control design, two
uncertain models of the aircraft are constructed: one captures the longitudinal behaviour (hence the
symmetric flutter mode), and the other the lateral behaviour (hence the asymmetric flutter mode). The
airspeed, and the frequency and damping of one of the structural modes are considered uncertain.
Also, dynamic uncertainty is included to account for dynamics neglected because of the model order
reduction. Two SISO controllers are designed using the two models. The objective of the design is
to minimize the sensitivity function of the closed-loop while limiting the bandwidth of the controller to
prevent the excitation of high-frequency dynamics. The two SISO controllers are blended together to
obtain the final MIMO controller and implemented inside the aircraft FCC.
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Figure 35: The structure of the closed loop with the flutter controller
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Figure 36: Sensors and actuators of the aircraft

The main requirement to test these controllers are divided into three branches:

¢ Flight safety related: the wing is equipped with flutter tuning masses and the flight test campaign
with flutter (-1) wings will commence without flutter tuning masses, resulting in significantly higher
flutter speed. The pilots and flight test team has to gain experience with the softer wings and also
with the custom direct-drive actuators, before clearing the vehicle to conduct actual flutter tests.

e Graduality related: the functionality of the flutter control laws will be tested first on the ground
to provide structural damping, before flight test could start. Later during the flight test the flights
would not exceed 40T which is far from the open-loop flutter speed. At these speeds the theo-
retically predicted open-loop vs. closed-loop structural damping values have to match the ones
estimated from the flight test results before the flight envelope can be extended to go closer to
5077, the open-loop flutter onset speed. The flight patter is divided into test legs, where the veloc-
ity is increased in 2°7 increments, and the corresponding damping trends are analyzed before the
next speed is commanded.

e Performance related: The demonstrator requires very precise velocity tracking to make sure it
does not exceed the target airspeed by 1 — 27. This is especially important since the vehicle
conducts the turns with lower speed and accelerates to the target velocity in straight test legs,
with limited space (due to visual line of sigt requirements). For this purpose, and due to flight
safety at EDMO airfield, it is a crucial requirement that the vehicle is able to track the target
airspeed with sufficient precision.

Baseline performance for comparison From the six flight performed within FLEXOP project, an
initial performance picture of the T-FLEX demonstrator could already be assembled. However, no per-
formance identification data was gathered due to mostly unstable flight environment resulting in high
scatter of data.
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To be able to compare the performance gains realised within the project FLIPASED, a more detailed
baseline needs to be set. This baseline will be set using the “stiff” wing.

The performance baseline should include:

e Setting up a drag baseline with the help of the thrust measurement system (see section 2.1.3).

e Getting more information about the take-off performance of the aircraft in order to optimise take-off
procedures.

¢ Investigate measurement repeatability of different sensors.

The team devoted significant effort in making the flights more deterministic and to reduce the spread
of measurement data by developing common procedures and implementing automated test instead of
hand flown maneuvers. To establish a better baseline the following procedures have been implemented:

e 3D laser scanning the entire fuselage with the nominal wing and empanage incidence angles, and
carefully adjusting these angles before every flight test,

e Calibration and fine adjustment of the aircraft weight and c.g. location before every flight,

¢ Implementing a maneuver injection function into the autopilot, which stabilizes the aircraft at the
corresponding test trim point and injects a fully repeatable time sequence onto the flight control
surfaces. Eliminating the imperfections caused by pilots hand trimming the aircraft and flying
system identification maneuvers manually.

With the above mentioned improvements the team have collected and evaluated several flights and
found very good match between consecutive flights and mathematical model based predictions, hence
establishing the baseline performance is on good track.

Benefit and toolchain prediction evaluation ONERA is responsible for the seamless integration
and interaction of these different flight control functions. Each modelling step and control function is
constructed in a cascaded manner to address a dedicated objective (flight, load and flutter or load
prediction). Therefore, attention should be paid to the actual effects when interconnecting of all these
functions. This interaction is central in the control function development (almost as much as the perfor-
mance itself) and should be handled by the proposed toolchain. It is also central in when considering
the manner the models are constructed and the assumptions performed.

The benefit and toolchain prediction evaluation claims to engage metrics in accordance to the sought
objectives. As an illustration, one may consider the load alleviation, flutter speed, modal content ac-
curacy resolution. This can be done during the ground and flight test experimentation. Indeed, the
comparison of the toolchain metrics with the one obtained in experimental campaign will hep to adjust
the steps of the process. Figure 37 illustrated the toolchain steps. Each box is a function that shall be
evaluated and rated during either the ground test (for example FEM model), or during the flight test (for
example peak gust response with GLA on and off).

The basic considerations to execute the required ground and flight tests with the improved demonstrator
have been laid down in the present document. To be able to show the benefits of the improved wing
and the corresponding design framework several tests have to be executed with the currently existing
wingset to provide the baseline performance figures. This necessitates the need to instrument the air-
craft with new sensors and improved avionics. Some of the ground tests and laboratory tests have to
be repeated with the improved demonstrator. This is followed by ground and later flight testing of the
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Figure 37: Toolchain steps illustration.

new wingset - which has improved performance and different structural and aerodynamic performance.
Hence, ground calibration, GVT testing as well as pilot operational training and flight tests with increas-
ing complexity has to be executed relying on the improved avionics and data analysis tools developed
within the project.

Information and interfaces definition for Collaborative Work Process The deliverable "D1.4 In-
formation and interfaces definition for Collaborative Work Process” lays the foundation of the MDO
toolchain developed in WP2 of the project, in correspondence with the demonstrator aircraft. In the
beginning of the project, several key factors have been identified and objectives as well as performance
metrics have been proposed to show the benefits of the MDO tool-chain. The interdisciplinary teams
within the project share models, data and tools among them. D1.4 formalizes these steps within the
iteration loops and establishes a document to define their interdependency and their standard inter-
faces (CAD, NASTRAN, Dymola, Matlab/Simulink, python, embedded C code). In addition to the MDO
toolchain, an interface to the HIL tests needs to be defined as well. The HIL tests serve as crucial
investigation on whether the developed models and controllers are implementable on hardware as well
as their final assessment before the flight tests. Finally, the developed tools in the MDO toolchain are
evaluated in flight tests as well after the HIL tests. The lead beneficiary for the deliverable is SZTAKI,
but all other consortium partners TUM, ONERA,and DLR contributed significantly to the deliverable by
various aspects of the interface definitions and data sharing definitions and MDO toolchain setup tests.

Interdisciplinary Design Architectures and Status There are three main toolchains developed
within FLIPASED, which can be seen in Figure 172.

The main toolchain is the MDO toolchain that starts from the CPACS aircraft geometry definition and
finishes with the developed aircraft geometry/parameter set tightly coupled with the baseline, manoeu-
vre load alleviation, gust load alleviation and flutter suppression controllers evaluated in the mission
analysis. Based on a successful mission analysis the controllers and the models need to be handed
over to the HIL test block. The HIL model needs to be real-time executable and the controllers in dis-
crete from. The HIL tests asses the performance of the controllers in addition to the implementation
aspects. The third main block are the flight tests. This block serves as the final maturity test of the
developed methodologies. Conclusion are drawn from all three blocks which are then feed back to the
CPACS model generation step.
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Figure 38: Toolchains developed in FLIPASED

MDO toolchain development status The MDO toolchain development is carried out in two parallel
branches. In the first branch each partner implements its own set of tools into the RCE framework
locally. This step requires capturing the requirements of the input data coming from the previous MDO
block and defining the output data the actual block is creating. This branch of the MDO toolchain is
mostly finalized and only minor adjustments are needed.

In the second branch, the communication between the partner blocks and data sharing is implemented.
In this case first a simple toolchain is set up for creating variables that are then shared among the
partners. The example workflow is shown in Figure 39. This test was carried out successfully. As
the final step, the full blocks of the first branch need to be set up to communicate between various
partners and to be able to share data. This step is currently under ongoing development and in the
next FLIPASED meeting (22/11/2021) at TUM the implementation aspects will be verified and the initial
MDO toolchain run is expected to be carried out.

Hardware-in-the-loop (HIL) testing status Due to the significant effort of conducting flight tests the
main method to clear any newly developed system component or software function is to test it in the
HIL simulation platform. It has two distinct versions, one is hosted on a legacy Windows 10 based
PC, running Simulink Real Time, and inerfaced with external devices via the standard PCI cards of a
desktop PC. This system has two instances: one at SZTAKI (for software development) and another one
at TUM (for pilot training). The other HIL is based on a Speedgoat target machine, which is a turnkey
solution with dedicated hardware interfaces and dedicated software implementation of the required
communication protocols between the simulation and hardware components, this is also available at
two locations (SZTAKI uses it for SW/HW development and another one is under commission at DLR
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Figure 39: RCE workflow for the testing the communication and data sharing between partners

to develop the necessary real-time capable simulation platform for V&V).

The inputs (controllers and models), input and output interfaces have been defined to the HIL tests.
The only remaining items are the discrete versions of the MLA and GLA controllers, what are under
fine-tuning, to be able to test the complete ASE system in the HIL environment.

Flight testing status The flight test with the demonstrator aircraft are running in parallel with the MDO
toolchain development. First the operation of the aircraft is investigated, then system identification tests
are carried out and finally the maturity of the developed controllers within the MDO toolchain will be
evaluated. The detailed scope and test schedule of these flight test campaigns are discussed in D3.1,
D3.2, D3.3, D3.6, D3.8 and 3.11 respectively.

Aircraft Geometry and FEM Model generation Since 2005 DLR develops the Common Parametric
Aircraft Configuration Schema, short CPACS. It contains a parametric description of aircraft configura-
tions as well as the complete transport system, e.g. fleet and airport descriptions. On the other hand
control system related layout and parameter information is not standardized in it.

The number of interfaces in multi-disciplinary aircraft design is crucial for a flexible and efficient flow of
information. Along with CPACS the number of interfaces between analysis modules is not only reduced
but also do these become replaceable, as all adapt to one common definition.

The CPACS format allows the automatic generation, validation and documentation of data-sets. As a
part of the Release Kit, CPACS format, documentation and sample configurations are made available
at https://www.cpacs.de/ or at https://github.com/DLR-SL/CPACS.

The Common Parametric Aircraft Configuration Schema (CPACS) is a data definition for the air trans-
portation system. CPACS enables engineers to exchange information between their tools. It is therefore
a driver for multi-disciplinary and multi-fidelity design in distributed environments. CPACS describes the
characteristics of aircraft, rotorcraft, engines, climate impact, fleets and mission in a structured, hi-
erarchical manner. Not only product but also process information is stored in CPACS. The process
information helps in setting up workflows for analysis modules. Due to the fact that CPACS follows a
central model approach, the number of interfaces is reduced to a minimum.

CPACS Generation CPACS Generation block is the first block in the MDO toolchain. It will generate
a CPACS file as shown in Figure 40 which holds aircraft configuration and optimisation variables, for
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instance, airfoil, planform, structure layout and so on. All these information and optimisation variables
needs to be given as the input for this block. A Matlab script is used to initialize the CPACS data.

Mode Content

= xml version="1.0" encoeding="utf-8"
w [e]| cpacs
xmlinsixsi http:/fwwwaw3.org/2001/XMLSchema-instance
xsi:noMamespaceSchemalocation CPACS_Schema.xsd

[8] header
w [g] vehicles
[g] materials

w [g] aircraft
v 8] model

ulD FLEXOP

[g] name FLEXOP

[] reference

[e] fuselages

v [e] wings

w [g] wing
ulD WR
symmetry x-z-plane
[e] name WR
[g] description WR
[e] parentUID FU
[] transformation
[e] sections
[e] positionings
[e] segments
[€] compenentSegments

[e] wing
[] analyses
w [g] profiles
[8] wingAirfoils

[e] fuselageProfiles
[e] teolspecific

Figure 40: CPACS data

Geometry Model Updating Geometry Model Updating block takes the CPACS data as the input. Tixi
(https://github.com/DLR-SC/tixi) and Tigl (https://github.com/DLR-SC/tigl) libraries are used to extract
geometry and structure information from CPACS. A Catia macro is used to update the existing wing
model to the latest parameters. A Catia model will be the only output of this block, as shown in Figure
41.

FEM Model Generation FEM Model Generation block takes the updated Catia model as input and
uses TCL programming language in HyperMesh to generate a FEM model. All relevant meshing param-
eters, modelling techniques and interfaces with fuselage model and empennage model are predefined
in macro script of HyperMesh. A Nastran wing model is generated with an established numbering
scheme and outputted to several bdf files in a folder with predefined structure, as shown in Figure 42.

Aerodynamic Model Generation Aerodynamic Model Generation takes the CPACS file as input and
extracts airfoil and wing planform using Tixi and Tigl library. The TiGL library uses the OpenCASCADE
CAD kernel to represent the airplane geometry by NURBS surfaces. The library provides external
interfaces for C, C++, Python, Java, MATLAB, and FORTRAN. A Python script is used to generate DLM
panel model and written out to bdf files as predefined file structures as shown in Figure 438

RCE Integration All aforementioned blocks are integrated into RCE as shown in Figure 44. RCE is a
distributed integration environment for scientists and engineers to analyze, optimize, and design com-
plex systems like aircraft, ships, or satellites. It is especially suited for multidisciplinary collaboration.
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Figure 41: Catia wing model

D rbe2_L\W.nastran 07.10.2021 10:12 MNASTRAN-Datei 3KE
D rbe2_MW.nastran 07.10.2021 10:12 MNASTRAN-Datei 4KB
D rbe2_RW.nastran 07.10.2021 10:12 MNASTRAN-Datei 3KE
D rbe3_LW_MoUM.nastran MASTRAN-Datei 10 KB
D rbe3_MW_MoUM.nastran MASTRAN-Datei 4 KB
D rbe3_RW_MoUM.nastran MASTRAN-Datei 10KB
D rbe2_LF.nastran 07.10.2021 10:12 MNASTRAN-Datei 6 KB
D rbe2_RF.nastran 07.10.2021 10:12 MASTRAN-Datei GKB
D rbe3_LF_NoUM.nastran 07.10.2021 10:12 MNASTRAN-Datei TKE
D G_rbe2_LW.nastran 07.10.2021 10:12 MNASTRAN-Datei 13KB
D G_rbe2_RW.nastran 07.10.2021 10:12 MNASTRAN-Datei 13 KB
D rbe3_RF_MoUM.nastran 021 10:12 MASTRAN-Datei TKB
D G_rbe2_MW.nastran 07.10.2021 10:12 MNASTRAN-Datei 4KB
D G_rbe2_RF.nastran 07.10.2021 10:12 MASTRAN-Datei GKE
D G_rbe2_LF.nastran 07.10.2021 10:12 MASTRAN-Datei 9KE
D setl.nastran 07.10.2021 10:12 MASTRAN-Datei 5KB
D set1_RW.nastran 07.10.2021 10:12 MNASTRAN-Datei 4KB
D setl_LE.nastran 07.10.2021 10:12 MNASTRAN-Datei SKB
D setl_LW.nastran 07.10.2021 10:12 MNASTRAN-Datei 4KB
D set1_MW.nastran 021 10:12 MNASTRAN-Datei 4KB
D set_LF.nastran 07.10.2021 10:12 MNASTRAN-Datei 4KB
D setl_TE.nastran 07.10.2021 10:12 MASTRAN-Datei SKE
D csm.nastran 07.10.2021 10:12 MNASTRAN-Datei 1.656 KB
D set1_RF.nastran 07.10.2021 10:12 MASTRAN-Datei 4KB
D rbe3_LW.nastran MNASTRAN-Datei 14 KB
D rbe3_LF.nastran 07.10.2021 10:12 MASTRAN-Datei 9KB
D rbe3_MW.nastran 07.10.2021 10:12 MNASTRAN-Datei 4KB
D rbe3_RW.nastran ).2021 10:12 MNASTRAN-Datei 14 KB
D csm_right.nastran 07.10.2021 10:12 NASTRAN-Datei 882 KB
D rbe3_RF.nastran 07.10.2021 10:12 MASTRAN-Datei GKE

Figure 42: Defined file architecture for wing FEM model
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Figure 43: Defined file architecture for wing DLM model

Handling complex systems requires many experts and several tools for analysis, design, and simula-
tion. Using RCE, these tools can be shared between team members and integrated into automated,
executable workflows. RCE is extensible and supports different scientific applications with a wide range
of requirements.

Corresponding wrappers are written in python to enable the integration. An additional Tigl viewer block
is added to the workflow to visualize the aircraft configuration.

TiGL Viewer

i

S o S

cpacs_gen catia_update fem_gen |

Figure 44: Integrated blocks in RCE

Aeroelastic Model Generation

Aeroelastic Model Integration - NASTRAN From the perspective of the RCE workflow, the input to
the NASTRAN aeroelastic model generation block are the following.
1. CPACS.xml - containing the most recent aircraft CPACS dataset
2. wingFE directory - directory containing the FE and DLM models of the wing, generated by TUM
3. principal_angle_shifts; » float variables - outer-level optimization variables that define the prinici-

pal angle with respect to which the laminates in the upper and lower skin are oriented

The wing models are generated by the preceding block following an established numbering scheme
for the entire aircraft, together with defined interfaces for assembly with the fuselage and empennage
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models. This ensures that different configurations of the wing model are compatible with the existing
fuselage and empennage models, generated based on FLEXOP data. The input wing model to this
RCE block has a defined file-folder hierarchy as shown in Figure 45.

- B 01-wingFE

2. aset.bdf

g camber. bdf
<sm.nastran
G_rbe2_LF.nastran
G_rbe2 LW.nastran
G_rbe2_MW.nastran
G_rbe2_RF.nastran
G_rbe2 RW.nastran

i panel.bdf
rbe2 LF.nastran
rbe2_LW.nastran
rbe2 MW.nastran
rbe2_ RF.nastran
rbe2_ RW.nastran
rbe3_LF.nastran
rbe3 LF_NoUM.nastran
rbe3_LW.nastran
rbe3 LW _NoUM.nastran
rbe3_MW.nastran
rbe3_MW_NoUM.nastran
rbe3_RF.nastran
rbe3_RF_NoUM.nastran
rbe3_RW.nastran
rbe3_RW_NoUM.nastran
setl.nastran

2 S0L103.bdf

Figure 45: Defined folder-file architecture for wing models from TUM

The NASTRAN aeroelastic model integration block primarily performs the following tasks.
1. Create a modified wing FE model by rotating the existing laminate definitions on the upper and
lower skins according to the input variables principal_angle_shifts; »

2. Assemble the aerodynamic model of the aircraft by merging the panel definitions, spline sets and
the camber correction entries for the wing, fuselage and empennage

3. Run pre-defined NASTRAN decks corresponding to modal, aeroelastic, flutter analyses and a
static Guyan reduction

4. Aggregate the output data, including mass and stiffness matrices, and pre-defined aerodynamic
bulk data into the output directory

The outputs from this block include two directories and the CPACS dataset as shown in Figure 46.

1. 51-nastran-data directory - contains the outputs required by the next partner in the RCE workflow,
DLR-SR in this case. Files include the mass and stiffness matrices, aerodynamic bulk data -
panel definition and camber correction, and other outputs needed for the tools downstream.

2. 51-flipased-ac directory - contains different NASTRAN solution decks for various analyses in order
to aid in debugging.

3. output CPACS dataset - for the demonstrator workflow, the CPACS dataset is not altered during
the execution of the tool. For the scale-up workflow, information from analyses such as structural
weight, thickness and material properties of the various structural entities can be appended.
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- B Output
~ B 51-fipased-ac
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Figure 46: Defined folder-file architecture of NASTRAN aeroelastic models to DLR-SR

Aeroelastic Model Generation and Simulation The aeroelastic model generation and simulation
workflow implemented in RCE is given in Figure 47. The workflow is executed from the left to the right.
All the corresponding functions are executed in Matlab. The result of each individual block is saved
in a Matlab struct. First the aerodynamic, structural and spline grid information as well as mass and
stiffness matrices are provided to the first block called "varloads model”. VarLoads is a tool created in
Matlab for defining flexible aircraft models by e.g. setting-up aerodynamic influence coefficient matrices
and performing an eigenvalue analysis of the aircraft structure. The results are passed on to the block
"create model input”. The data is then downsized and provided in a specific form, so it can be used with
the Simulink simulation environment.

@
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Figure 47: RCE workflow for the aeroelastic model generation and simulation

In the block "trim lin model” the simulation environment is initialised and also linearized. It is possible to
adapt the simulation environment based on various parameters, that have to be defined. First of all the
model order is selected by deciding on a model with unsteady aerodynamics or steady aerodynamics,
flexible dynamics or rigid dynamics. Furthermore, dynamics coming from sensors, actuators, airbrakes
and the engine can be switch on or off. Dependent on the simulation to be performed or the type of
controller to be synthesized gust inputs and load outputs can be added. Finally the operating point for
which the aircraft model should be trimmed and linearized has to be selected by defining the indicated
airspeed, the barometric height, the roll angle and others. Subsequent to the block "trim lin model” the
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model can be simulated with the block "sim model” by means of the trim results. It creates a time series
for dedicated inputs commanded to the control surfaces, the engine rotational speed and so on.

Models to be generated As already stated before, several flavors of the same model can be gener-
ated. The goal is to keep the number of the models as small as possible while satisfying the require-
ments of the control design blocks. The generated models are the following:

e Model for baseline control design — 12 state rigid model, set of LTI models parameterized by
velocity;

e Model for manoeuvre load alleviation — LTI models;

e Model for gust load alleviation — LTI models;

e Model for flutter suppression controller design — low order flexible model, set of LTI models;

e Model for mission analysis — LTI and nonlinear model;

e Model for HIL tests and pilot training — real time capable nonlinear Simulink model.

Control Design Blocks In accordance with the workflow in Figure 47, after the "trim lin model” block
has finished, the synthesis of the various controllers follows. The linearised state-space systems offer
the opportunity to synthesize linear controllers or gain-scheduled.

Baseline and Flutter Suppression Control Design Blocks The model generation, the control syn-
thesis and the analysis of the resulting controllers for the baseline and flutter controllers is shown in the
workflow presented in Figure 48.

& | A o 8

Modelling (1) FlutControl Analysis

)

¥

W

Script 1
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Figure 48: RCE workflow for the aeroelastic model generation for baseline and flutter suppression control design

The RCE workflow takes the nonlinear Simulink model with the configuring struct file from DLR-SR as
the input files. These files are shared through RCE compressed files and are referenced withtin the
CPACS file. The "Modeling” block generates two models in this case. The flutter control synthesis block
requires a low order aeroelastic model as an input. The aeroelastic model is obtained by the bottom-up
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modeling approach ([107, 109]) which provides a sufficiently low order model for the control design. The
generated model is a set if linearized model obtained from trimming and linearizing the simulink model.
The linearized state space models are parameterized by the airspeed, but also by uncertainties in the
FEM model of the aircraft. This model is saved as a mat file with name FlexACModel. The baseline
controller accepts the rigid body, 12 state linearized models as input. This model is also generated in
the "Modeling” block from the aeroelastic moodel by residualizing the flexible and aerodynamic states.
The baseline control design model does not contain any uncertainties, but a set of LTI state space
model parameterized by the airspeed. This model is saved as a mat file with name RigACModel.

Based on the FlexACModel the flutter suppression controller is generated in the "FlutControl” blocks
([86]) and sets the controller as a state space model at the output in a mat file. Based on the RigAC-
Model the baseline controller is synthesized in the "BaselineControl” block ([63]) and sets the simulink
block with the configured PID controllers as the output.

Once the flutter suppression and baseline control design blocks finish the synthesis they pass the
resulting controllers and the FlexACModel model to the "Analysis” block. This block then runs a fre-
quency domain analysis in two aspects. First, it assesses the performance of the two controllers acting
together simultaneously. Second, it checks the robustness margins and flutter margins of the result-
ing controllers and if the minimum requirements are satisfied a pass flag is set and a PDF report is
automatically generated. The pass flags and the PDF are finally set as the outputs of the block.

The main algorithms of each block and their adaptation to the MDO/RCE framework is given in deliver-
able D2.2 Report on tool adaptation for collaborative design.

MLA and GLA Control Design Blocks The second part of Figure 47 shows the manoeuvre load
alleviation controller block "mla control synthesis” and a gust load alleviation controller block "gla control
synthesis”. Both seek to reduce the wing root bending moment corresponding to manoeuvres and gust
encounter. Their structure is predefined with specified inputs and outputs. The pitch angle and rate,
the commanded and real vertical acceleration are needed for the manoeuvre load alleviation controller.
Based on these measurements it calculates the necessary aileron and elevator deflections. The gust
load alleviation controller takes the pitch rate, the vertical acceleration in the fuselage and on both wing
tips as an input. It likewise provides aileron and elevator deflections. Both controllers are synthesized
based on the structured H,, synthesis method with a full order model including unsteady aerodynamics,
gust inputs and load outputs. Before the synthesis takes place, the order of the state-space model of
the aircraft is reduced removing irrelevant dynamics. As an objective function for the MLA and GLA
controller the weighted transfer function from gust input to wing root bending moment has to be reduced.
Output of the RCE blocks are state-space models of the controllers. More controller types, like an active
flutter suppression controller, could be synthesized subsequent to the "trim lin model” block as well. The
resulting controller state-space systems can then be fed to a closed loop model in order to analyse the
overall aircraft performance.

Mission Analysis The frequency based analysis of the resulting controllers are carried out within
the control design blocks. Therefore, the mission analysis can only be started in case all controllers
have satisfactory performance and robustness. The mission analysis block takes the controllers and
models as the input. The controllers are provided in a Matlab struc file from the control design block,
the nonlinear model is given as a Simulink file with the configuration struc file. All the files are handed
over via RCE as a compressed folder and are indexed in the CPACS file.

One of the goal of the mission analysis is to minimize the aerodynamic drag. Specifically, the induced
drag is addressed by high aspect ratio wing designs. For this the induced drag has to be modeled for
the reference aircraft and an optimal wing shape needs to be determined which results in the minimal
induced drag.
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The second goal is to assess the benefits of the improved aircraft and of the developed controllers. This
goal requires a model that is of high fidelity, contains gust inputs and load outputs as well as all four
controllers.

To analyse up to which speed it is safe to operate the aircraft, it is necessary to assess the speed at
which flutter becomes unstable. For a flutter analysis the nonlinear aircraft model is linearized at several
speeds. The poles of the model linearized at the highest speed are analysed at first. As flutter is most
likely to be unstable at that speed, the analysis of the unstable poles reveal the flutter poles. Thus the
flutter eigenvalues and eigenvectors are determined. By using a mode matching algorithm the flutter
mechanism can be tracked for the linearized models with stepwise decreasing speed. With larger speed
steps the tracking algorithm is more likely to fail. It is therefore recommended to choose small speed
steps. The flutter speed is the speed, at which the flutter poles become stable. For more accuracy
the flutter speed can also be estimated by interpolation between the flutter poles at the different flight
speeds.

For the overall aircraft performance the aircraft is considered to operate in cruise. The flight conditions
within cruise only changes due to defueling. To account for this change in mass a few discrete mass
cases of the current aircraft configuration are provided. They represent different fuel levels. The neces-
sary thrust for a mass case is then estimated by means of the overall drag, which is minimised through
allocation of the control surfaces. The fuel consumption can be determined based on the required
thrust. As soon as a certain level of fuel is consumed, a new mass case representing the predominant
fuel level best is chosen. The sum of the distances the aircraft flies per mass case then provides the
overall aircraft range.

Hardware-in-the loop Tests The second major toolchain in FLIPASED is the HIL test. The main
purpose of the HIL test is to test the controllers running on the FCC - flight control computer. With this
simulation, the FCC hardware and the controllers are testable and it can be assessed whether the de-
signed controllers have any implementation limitation and also how they work in a realistic environment.
The HIL architecture consists of two main components: a PC that runs the simulation model and the
FCC running the control algorithm.

Requirements for the nonlinear model:

e The model is in continuous time and it has to run in real time. The real time capability of the model
can be tested by running the simulation in External mode with Simulink Desktop Real-Time option
set under menu item Simulation/Model Configuration Parameters/- Code Generation.

e The inputs of the model are the 19 controlled inputs. In addition to these inputs, the GLA controller
tests also require the gust inputs.

e The outputs of the model are the sensors that can be used by the controllers. In addition to these
outputs, the model also need to contain the loads as output in order to assess the MLA and GLA
controllers.

Requirements for the Controller:
e The controller needs to be transformed to discrete time in case it was designed in continuous
time. The sampling time is 5ms.

e The controller block designed by each partner has to be a static map between (Uc, x.[k]) and (Y¢
, X[k + 1]), where x denotes the state of the controller (see Figure 49.). The input and output
signals equal to the output and input of the model, i.e. Yc = Uy and Uc = Yu.
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3Ix[k] x[k+1]p

Controller

Figure 49: Controller inputs and outputs for the HIL test

The MDO toolchain needs to provide the model and controllers to the HIL environment. The model is
provides as a Simulink model with fixed structure and a configuration file that contains all the necessary
data of the model. The order of the HIL model is not reduced in order to retain as high fidelity as
possible.

The control design blocks of the MDO toolchain provide the baseline, MLA, GLA and flutter suppression
controllers in discrete time. All the controllers are given as state space models that are ready to be used
for automatic C code generation in order to be uploaded to the FCC.

The HIL tests provide time domain simulation results after evaluating the controllers. The responses
are evaluated numerically and based on the evaluation pass/no pass flags are set for each individual
controller.

Flight Tests The third major toolchain consists of pilot training, ground tests and flight tests. The
controllers and the models are the passed on from the HIL tests which can directly be used for pilot
training. Ground tests and flight tests can only be carried out with the physical aircraft and not after
each iteration of the MDO toolchain.

The ground testing serves to evaluate the structural properties of the newly developed wing in order to
clear its airworthiness and to produce a comprehensive modal model of the aircraft. This modal model
can then be used for Finite Element (FE) model updating,flutter calculations and controller updating.

The main goal of the flight test is to validate the maturity of the developed controllers and control design
methodologies. The baseline controller has already been validated in the legacy FLEXOP project.
Therefore, the main focus in FLIPASED is on the testing of the MLA, GLA and flutter suppression
controllers.

The details of the ground and flight test plans are given in deliverable “D1.3 Demonstrator Ground and
Flight Test Requirements Definition”.

Overall Architecture Evaluation The goal of this section is to explain the connection between the
MDO, HIL test and flight test toolchains.

The MDO toolchain is the main block in this case which has its own optimization and gets back to the
CPACS generation block after each iteration. In this tool one of the main focus for the model generation,
model reduction blocks and control design blocks are the robustness aspects of the underlying algo-
rithm. These need to run automatically, without human interaction in the presence of changes in the
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aircraft. This comes at an expense that the individual controllers do not achieve the highest possible
performance. The other main goal of the MDO toolchain is to show the improvements of the optimiza-
tion, which involves aircraft geometry, sizing, modeling and control design simultaneously, with respect
to the reference aircraft. The HIL test and flight test block come as an auxiliary tool to validate the
developed methodologies.

The HIL tests evaluate the implementation aspects of the controllers and serve as a final step before
flight testing the controllers.

The flight test goals are twofold in case of the MDO toolchain. The main goal is to validate the control
design technology maturity. This is especially valid for the MLA, GLA and flutter suppression controllers
of the project since they not have been flight tested yet (using the model based design methodology
within FLIPASED). The other goal of the flight tests, as opposed to the MDO toolchain, is that the
resulting controllers can be fine tuned by "hand” to achieve optimal performance and provide lessons-
learnt to the designers and to the aviation community in general. In this case the robustness of the
synthesis algorithms to be able to be run in an automatic manner is not of a paramount criterion. In
addition, the fine tuning of the controllers is to be done based on the aircraft model that has been
updated via flight test data.

At the end of the cycle, the lessons learned from the HIL tests and flight tests need to be fed back to
the MDO toolchain. This is done via engineering considerations. If the HIL tests indicate that some
controller has implementation difficulties, the corresponding control design algorithm needs to be up-
dated. Similarly, if the flight tests show that a controller has lack of performance or robustness during
flight tests, the algorithms need to be adjusted as well.

The main output of the deliverable is the definition of the functional division, data flow and specific data
types exchanged among the partners in the collaborative design. This is especially important in case
of the types of models generated throughout the workflow since one of the key goals of the project is
to reduce the overall number of models in the development. The other main result is to connect the
"lessons learned” from HIL and flight test to the MDO toolchain to be able to update the underlying
algorithms if required.

The MDO tools are being integrated into the RCE framework by the respective tool owners based on the
interface definitions laid out in the deliverable. Once the integration is finished the MDO toolchain will
be tested and fine-tuned by the consortium. The present workflow is developed for the demonstrator,
but the overall methodology is almost the same for the scale-up task within WP4. The main difference
comes from the objective function and the inner convergence loop for structural sizing - aeroelastic
tailoring, what is not present in the demonstrator workflow, where only a structural check is established.

Reference Model Definition The deliverable “D1.5 Reference Model Definition” lays the foundation
for the scale-up task in WP4 of the project. In the beginning of the project, several key factors have
been identified and objectives as well as performance metrics have been proposed to show the benefits
of the MDO tool-chain developed within the project. The insights gained in the FLIPASED project
during the flight test and the experience with the method and tools used for the design of active control
technologies will then be applied to the design optimization of a full-scale aircraft. This document
explorers the reference model alternatives, which are available for the research teams within the project.
The model has to be suitable to apply the active control technologies and representative enough to
show the benefits of the envisaged aero-servo-elastic optimization framework. During the optimization,
a derivative aircraft based on the reference model will be designed. The pros and cons of the individual
models will be detailed and the rationale for the final model selection will be presented.
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Motivation In order to show the benefits of including the Flight Phase Adaptive Aero-Servo-Elastic
Aircraft Design Methods (FIIPASED) in an integrated aircraft design, it is planned to demonstrate the
performance claims in a scale-up task. As baseline reference for this scale-up task a Flexible Aircraft
Benchmark will be defined in coordination with the industrial advisory board and used as the refer-
ence during the project. The resulting derivative aircraft will have a higher aspect ratio and therefore
a more flexible wing. Aeroelastic tailoring will be applied to the CFRP wing structure in conjunction
with active control augmentation, which is enabled by advanced avionics and a flight control architec-
ture. Advanced Manoeuvre and Gust Load Alleviation functions will allow for a significantly reduced
wing structural weight. Since high aspect ratio wings are more prone to flutter instabilities within the
certification envelope, an Active Flutter Suppression will allow for further weight savings compared to
classical open loop designs. Wing shape control reduces the drag in off design flight conditions and fur-
ther increases the efficiency. The two main objectives of the scale up task are the demonstration of the
applicability of the collaborative design process to a (full-scale) passenger aircraft and the quantifica-
tion of the benefits of integrated aircraft and controls design in terms of structural weight reduction and
aircraft over-all performance parameters. A comparison of traditional aircraft conceptual design can be
seen on Figure 50, where aerodynamics and structures are optimized separately in a sequential order,
and the resulting design will be sub-optimal (as shown in Fig. 51). It is well known now that coupled
aero-elastic design should be done in a MDO framework, however very few results are available on
coupled aero-servo-elastic MDO process, which is the key goal of FLIPASED.

Scope of Scale up Task The focus of the FIIPASED project is on including control design as a primary
discipline in a collaborative design workflow. Some previous experience is available within DLR, where a
comprehensive load analysis process [55] is already included in projects like Digital-X and Victoria [31,
32]. Also, preliminary steps have been taken to consider active control systems within the design cycle
[38]. The efforts within the FIIPASED project mainly target the inclusion of the control technologies in the
design workflow, while deemphasizing the aerodynamic design. The aerodynamics will consist mainly
of low fidelity aerodynamics and methods based on potential flow theory. Hence, transonic effects like
shocks and wave drag will not be considered in the scale-up task. This is a conscious decision in order
to avoid overlap with other projects and to allow quick calculation times. Furthermore, no emphasis is
placed on the choice of a particular MDO architecture. This distinguishes the approach in FIIPASED
compared to other efforts which mainly focus on aero-structural optimization [46] and therefore will
demonstrate complementary capabilities. In the future, the findings of FIIPASED may be integrated in
MDO workflows, where more realistic aerodynamic properties are considered. In the project FIIPASED
the benefits of including active control technologies early in the design will be demonstrate rather than
considering them as an afterthought.

Scale Up Objective Function The overall objective function for the scale up task will be based on
evaluation of mission criteria, such as range or blockfuel. This way two primary design goals can be
addressed. The first goal is to minimize the aerodynamic drag. Specifically, the induced drag is ad-
dressed by high aspect ratio wing designs. However, the resulting slender wing structures tend to be
very flexible and defueling the wing tanks change the mass distribution and in turn the shape of the
wing. To counteract the detrimental effect on the induced aerodynamic drag, active wing shape con-
trol deflects the control surfaces to restore a drag optimal lift distribution for the changing wing mass.
The second goal is to minimize the structural weight. This can be achieved by employing active load
alleviation control laws to minimize design loads for manoeuvres as well as gusts and turbulence in
combination with passive methods for load alleviation such as aeroelastic tailoring. Furthermore, the
aforementioned high aspect ratio wings are more prone to an adverse fluid structure interaction called
flutter. Conventionally, this is addressed by increasing the wing stiffness or placing additional mass in
suitable locations. The employment of active flutter suppression allows to relax these stiffness require-
ments and therefore save weight. To assess the benefits of the mentioned active control technologies,
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the mission is analyzed at multiple points of the flight envelope and via various mission profiles, i.e.
different mass cases due to defueling. The conjecture is that inclusion of active control theory in the
design phase leads to very different wing designs and a large overall fuel savings.

Differences between Demonstrator and the Scale up Workflow The workflow that is setup in WP2,
initially addresses the design of wings for the demonstrator. The objective there is to maximize the
difference between open loop and closed loop performance of the individual control functions in order
to assess and validate their benefits by flight test. Fuel burn and minimal weight are not primary design
objectives. For the scale up task, a passenger aircraft is considered. The design objectives have
been described in the previous section. Apart from the differing objective functions, the most notable
difference of the demonstrator workflow, is that the structure is now sized by the loads, i.e. the employed
control functions have a direct impact on the overall weight of the structure. The updated stiffness and
mass properties therefore make a convergence loop necessary. Figure 52 shows an early version of
the envisaged scale-up workflow. The XDSM diagram shows a convergence loop including structural
sizing, controller design of the various functions and the loads analysis of the closed loop aircraft.

A further complication arises, as the CATIA based structural model generation is targeted towards the
demonstrator wing. It will be investigated how this model generation process can be adapted to a
transport aircraft wing. As contingency, an alternative model generation module (CPACS-MONA) is
available at DLR Institute of Aeroelasticity. This module has been used in several MDO workflows
before.

Reference Model Candidates The intention of the scale-up task is to start from an already feasible,
optimized aircraft baseline and show the potential benefits of the ASE MDO workflow with respect to the
current state of art. For this reason it is important to have a model which includes all the components
necessary for aerodynamic, structural and control evaluation. The team do not want to design a new
aircraft, just apply control design technologies to a high aspect ratio variant of the reference model. For
the scale-up task, the following models were considered as potential reference configurations. A brief
description of each of the models together with their potential benefits and drawbacks are listed below.

XRF1: Airbus eXternal Research Forum Model (A330 like) The XRF1 Model is a multidisciplinary
aircraft model which is intended to further development and validation of flight physics and broader
multi-disciplinary technologies by the external research community. The XRF1 model can be released
to research establishments under the terms and conditions of a Framework Non Disclosure Agreement
(FNDA). The DLR used this model in several MDO related projects and the FP7 EU project Smart Fixed
Wing Aircraft. A parameterization in CPACS format is available and could be used.

For:

e Experience at many research establishments across several projects with the XRF1 model
e Mature aircraft dynamic model
e Has also been used for scale-up studies in FLEXOP

Against:

e NDA required from partners using the model
e Rules pertaining to IT security apply

¢ Restrictions on publications apply
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CRM: NASA Common Research Model (B777 like) In order to improve the state-of-the-art in com-
putational fluid dynamics, Langley Research Center and Ames Research Center of NASA joined forces
to produce data sets using the same research model — the Common Research Model. Using the same
Mach numbers and model configurations, they have been able to gather data that is provided to the
worldwide research community. One of the main aim of the CRM model is to investigate CFD methods,
hence the Common Research Model Wing/Body and Wing/Body/Tail configurations have been used on
the drag prediction workshops of NASA since 2009. Details of the model are initially reported in [115],
but further research expanded the model to a higher aspect ratio version (UCRM-13.5) for very flexible
wing design studies. The following components are available as open source:

e Geometry files for the wing-body-htail configuration of each aircraft (IGES/TIN)

¢ Aerodynamic mesh files for the wing-body-htail configuration of each aircraft, both in multi-block
and overset format (CGNS)

e Structural mesh files for the aluminum wingbox structure including material properties based on
a smeared stiffness blade-stiffened panel approach, external control surface and engine masses,
and aerodynamic loads for nominal cruise (BDF)

¢ Reference solutions using the MACH framework and NASTRAN

For:

e Free-to-use CAD model of aircraft
e Structural model available at DLR-AE (FERMAT configuration)
e Aero-loft suitable for high-fidelity CFD

Against:

o CPACS dataset unavailable
e Lesser experience with this configuration in the consortium compared with the other models

e Boeing/NASA-initiated model

D150: DLR 150Pax Model (A320 like) The D150 configuration was developed within the DLR project
VAMP [127]. It is comparable to the Airbus A320-200. Data published by the manufacturer, for example
on the Airbus website, and input data to the preliminary design program PrADO for the application
example Airbus A320, are used for the D150 configuration [54]. Its geometry is shown in Figure 55.

Table 3 lists the general parameters of the D150 configuration. The cruise speed V¢ and cruise Mach
number M are set to the maximum operational speeds V0 and My 0. The values for Vo and Myo
for the Airbus A320 can be found in the EASA Type-Certificate Data Sheet [27]. The dive speed V) can
be calculated using the diagram of worksheet LTH BM 32 100-05 of the Luftfahrttechnischen Handbuch
(LTH), and the dive Mach number Mp = M¢ + 0.07 from the Acceptable Means of Compliance AMC
25.335(b)(2) of CS25.

The three airfoil profiles used for the four profile sections, using which the planform geometry is built,
originate from the geometry of the DLR-F6 configuration. The DLR-F6 configuration is similar to the
geometry of the Airbus A320 and was developed in the 1980s as a publicly-available geometry for
aerodynamic studies.

For:
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Wing

Surface area 122.3m?
Span 33.91m
Reference chord 4.19m
Aspect ratio 9.4
Taper ratio 0.246
Sweep angle at 25% chord line 24.94°
HTP

Area 30.98m?
Span 12.45m
Aspect ratio 5.0
Taper ratio 0.33
Sweep angle at 25% chord line 28.0°
VTP

Area 21.51m?
Span 5.87Tm
Aspect ratio 1.6
Taper ratio 0.35
Sweep angle at 25% chord line 35.0°
Operational empty weight (OEM) 40638kg
Maximum zero-fuel weight (MZFM) 60500kg
Maximum take-off weight (MTOM)  72500kg
Cruise Mach number 0.78

Cruise speed / Mach number
Dive speed / Mach number
Maximum flight level

180m/s EAS, Mach 0.82
209m/s EAS, Mach 0.89
12500m

Table 3: Main parameters of the D150-configuration
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DLR-proprietary configuration

Relevance to industry - short/medium-range (SMR) configuration

CPACS dataset available and maintained across various project developments

Experience from several other projects involving D150 model

No restrictions pertaining to publication
Against:

¢ Aero-loft not suitable for CFD simulations - aerodynamics restricted to potential flow methods

Reference Model Choice and Impact From the considered choice of models discussed in the earlier
chapter, the DLR-D150 was selected by the consortium as the preferred reference model for the scale-
up task.

The primary rationale for choosing the D150 is its relevance to industry and parallel on-going research
activities in different projects, ie. in a next-generation SMR aircraft. An A320-like configuration is con-
sidered to be short and medium range and well-suited for this classification. Moreover, the D150 being
a DLR-proprietary model, the availability of a CPACS dataset and freedom pertaining to publications
are advantageous.

The drawback of not having a good enough aero loft to carry out CFD simulations as in the case of the
D150, is mitigated by the fact that only potential flow methods are intended to be employed. The target
performance optimization goal in FLIPASED is only the reduction of induced drag, i.e. drag due to lift
distribution and not wave drag and airfoil optimization.

Relevance to research community/industry The decision to choose the DLR-D150 is in line with
multiple local on-going initiatives and projects. Among others, one can count:

¢ VirEnfREI-DLR - LuFo funded project involving DLR and Airbus. The project involves establishing
an MDO framework for aircraft design, considering industrial requirements and its application to
the design of an SMR aircraft. The optimized configuration is to be tested under flight conditions
in a transonic wind-tunnel.

e MuStHaF-DLR - LuFo funded project involving DLR institutes. The project is targeted towards
future high aspect ratio SMR aircraft configurations considering different wing technologies - multi-
functional control surfaces, control algorithms for active flutter suppression, online flutter stability
monitoring, among others. A selection of the developed technologies are to be tested in a flying
demonstrator of a scaled SMR aircraft wing.

e MAJESTIC - DGAC funded project involving ONERA and Airbus. It is concerned with the aeroe-
lastic modelling methodology and control design for flutter phenomena. The considered use-case
is a generic single aisle high aspect ratio configuration.

Apart from this, Dassault-Aviation, a member of the Scientific Advisory Group in FLIPASED, had ex-
pressed interest during the initial phase of the project in a potential narrow-body aircraft for scale-up
studies as opposed to wide-body aircraft, given their product portfolio in business-jets.
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Impact of reference aircraft on other WPs The consortium also considered the impact of reference
model choice on the rest of Tasks in ever WP - at least in a broad manner depending the choice of
Single Aisle or a Wide Body aircraft was discussed and an unanimous decision was made to focus on
a single aisle aircraft what is more relevant to the industrial partners of the consortium members.

WP1 is unaffected by the choice of the reference aircraft. Task 1.3 Collaborative Work Process is the
same for the conceptual design of a business jet, single or twin aisle aircraft. The MDO work process
has slightly different mission profile but that is only a small parameter change in the overall framework.
Task 1.4 Data Analytics for Model Validation is also unaffected by the choice of aircraft, since it only
focuses on analyzing the results. It might be possible that the consortium is able to achieve lower fuel
efficiency improvements due to shorter wingspan or lower number of individual flight control surfaces
fitted to the wing (in comparison to a widebody airplane), but the analysis tools will be unaffected.
Within WP2 several tasks are connected to both the demonstartor and to the scale-up task, namely
Task 2.1: Tool Adaptation: Structural Design, Task 2.2: Tool Adaptation: Aerodynamics, Task 2.3: Tool
Adaptation: Aeroelasticity, Task 2.4: Tool Adaptation: Movables Design, Task 2.5: Tool Adaptation:
Control Design . These are all using the same software framework for the demonstrator and the scale-
up workflow, but their parameters and their fine tuning are different. These generic tools have for
example the aircraft geometry (CAD) as an input parameter and they provide outputs based on the user
defined tuning knob settings. For example the FEM model might have condensation points every 10 cm
or at every 100 cm. Hence a large 65 m wingspan aircraft might be represented by fewer condensation
points than a 7 m wingspan demonstrator. Also, the number and location of the sensors and flight
control actuators are just a parameter for the on-board, model-based, flight control system. The tools
developed within WP2 are generic in a sense that both workflows (and different aircraft configurations
within each workflow) use them with the adequate parameter settings. It might be possible that in
the demonstrator workflow fuel level and c.g. position do not play such an important role, that every
model and every tool has to account for fuel variation, but changes in the velocity are already captured
and hence the tools are meant to handle parameter variations within the workflows. Within the scale-up
workflow these variations are more pronounced but they are only quantitatively different no fundamental
change are foreseen between them.

WP3 contains all activities related to the physical testing of the demonstrator. The overall activities are
performed to validate the predictions and provide feedback about the performance of the tools within
the MDO toolchain. There is no direct feedback between the demonstrator flight test results and the
scale-up task. It is the aim of the consortium to mature the tools via lessons learnt within the flight test
campaign, as seen in Figure 56, but it is not possible to characterize the type and impact of the feed-
back before evaluating the toolchain results and the demonstrator flights. The impact on the scale-up
workflow is even more distant, since lessons learnt during the flight test will provide indirect feedback to
a large SMR or widebody aircraft, hence the choice of reference aircraft being 70 m or 35 m in wingspan
has no direct impact on the tasks within WP3.

Tasks within WP4 are directly impacted by the choice of the scale-up model, and since the project is
delayed due to difficulties in the flight test campaign, as well as due to the pandemic, the consortium
selected the model which involves the least amount of uncertainty. This being the DLR internal D150
model, where Task 4.1: Aircraft design objectives is significantly helped by the ongoing and newly
launched projects of DLR and ONERA, where the interest of their industrial partner Airbus lies in the
SMR aircraft domain. It is foreseen that synergies between FLIPASED and these projects could be
leveraged and design objective setup will receive feedback from Airbus and Dassault. Task 4.2: Imple-
mentation of reference A/C data into tool chain is also heavily impacted by the choice of this decision,
since large part of the D150 dataset are already in the CPACS format, what is the descriptor language
for the FLIPASED toolchain. Moreover, both DLR-AE and DLR-SR has working experience with these
models. In principle the most profound changes in the existing D150 and the one needed for the demon-
stration of enhancements in FLIPASED are the addition of flaps, sensors and actuators on the wing.
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These have to be incorporated into any scale-up aircraft model, since public models of the XRF1 and
CRM both have the standard, limited number of, flight control surfaces and no inertial sensors within the
wing. These additions will be incorporated into the D150 derivative, where minimum size of actuators
and wing thickness might restrict the consortium to split the most outer ailerons into 2 pieces instead
of 4 individual pieces, what could have been feasible on an A350 sized wing. The consortium is well
aware of the fact that even 8 individual trailing edge primary flight control surfaces on an SMR aircraft
will lead to more optimized wing shape, and will allow more tailored load alleviation, as well as flutter
mitigation and drag optimization in comparison to the single aileron on the A320 wing (see Fig. 57).
While it might be possible to fit 16 ailerons to the trailing edge of an A350 size aircraft (see Fig. 58), the
incremental effects of 8 vs. 16 ailerons on the wing will be less pronounced than fitting 2 vs. 4 ailerons
[12].

Task 4.3: Development of avionics Systems Architecture for reference A/C will be also mainly unaffected
by the choice of the reference aircraft. As stated above the size, weight and power requirements of the
actuators fitted in a lower thickness SMR aircraft might allow less individual control surfaces (i.e. 8
instead of 16) but we foresee a highly over-actuated system with large number of redundant control
surfaces where similar issues have to be solved in the 8 or 16 actuator case. On the other hand
we do not see a similar limiting constraint in the sensor placement problem. Task 4.4 concerns the
design study itself. Since SMR aircraft has lower range it might be beneficial from simulation time
perspective to choose this instead of a long range aircraft. It is not clear for the consortium at the
moment what type and how many simulation runs will be performed after each iteration cycle, but the
overall methodology with distinctive load cases and gust encounters to assess the performance of the
load alleviation functions will be the same irrespective of the aircraft type. We intend to run hundreds
of simulation points instead of the few cases listed in the certification requirements of EASA, since
the active control functions can be evaluated only in a dynamic setting. System benefit assessment
(Task 4.5) will be also mostly unaffected by the choice of medium or long range aircraft, since the
baseline performance and the outcome of the optimization, in terms of performance gains, increase in
complexity, certification effort, and overall design effort will be compared.

Conclusion The Deliverable D1.5 pertains to the selection of a reference model for the scale-up task
in WP4 within FLIPASED. The scale-up task involves an integrated aircraft design workflo, enabled using
an MDO approach involving aeroelastic tailoring for the optimization of the wing structure in conjunction
with active control augmentation for load alleviation, flutter suppression and wing shape control, leading
to direct drag reduction.

The DLR-D150 model is chosen as the baseline reference for this scale-up task. The primary motivation
behind the selection is its relevance to both industry and parallel on-going projects along several na-
tional fronts, ie. in an SMR aircraft, as well as its maturity and availability for the consortium members.
The studies performed within the scale-up will be beneficial in demonstrating the benefits of including
mature-levels of active control technologies right from an early preliminary design phase of aircraft de-
velopment, rather than considering as a subsequent design step inherently leading to more sub-optimal
solutions.

Data Analytics for Model Validation The following results are based on preliminary findings.

The deliverable "D1.6 Data Analytics for Model validation” focuses on comparing results and findings
coming from different sources. The main reason to have specific assessment of results coming from
theoretical models or experimental tests is to build confidence in the developed tools and methods. The
data from flight tests will serve as a baseline to validate structural dynamics, aerodynamics, controls
and avionics instrumentation models. Analysis tools with standard validation routines will be provided
in Nastran and Matlab environment for structural dynamics and controls respectively. These tools along
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with Python based data science software will be used within the project and the underlying theory along
with interfaces of these tools are documented in D1.6.

The project goal, set in the proposal within Task 1.4 Data Analytics for Model Validation (SZTAKI,
DLR,ONERA,TUM) aims at: "Significant part of the engineering effort is devoted in research projects
to provide the adequate interface for tools and methods developed in prior projects. These tools and
the corresponding analysis steps with their interfaces will be part of the open data initiative, to pro-
vide seamless access to the core problems with adequate analysis tools to the research community.
The data from flight tests in the early part of the project, provided by re-using the demonstrator plat-
form developed within FLEXORP, will serve as a baseline to validate structural dynamics, aerodynamics,
controls and avionics instrumentation models. Analysis tools with standard validation routines will be
provided in Nastran and Matlab environment for structural dynamics and controls respectively. During
the second half of the project these tools will be expanded to address the attainment of MDO criteria,
during the development cycle — including the functions of weight reduction, fuel efficiency and gust load
alleviation. Based on the large amount of simulation and experimental data both analytical and data
driven approaches will be pursued for model predictive control, function shape fitting by support vector
machines and deep learning, parameter search by Monte Carlo methods, and more. The project will
also use Python based data science software, including numpy, scipy, pandas, scikit-learn, Tensorflow,
Keras, matplotlib and many more, in Jupyter notebooks, as the emerging de facto standard sharing and
collaboration tool for data scientists.”

Overall Architecture and Tools to connect MDO and Testing This section describes the overall
structure of MDO toolchain and the tools used there. A short introduction regarding each blocks is also
given. The connection between the MDO, HIL test and flight test toolchains is also explained in this
section.

Overall Architecture and Tools of MDO Toolchain The MDO toolchain is the main block in this case
which has its own optimization and gets back to the CPACS generation block after each iteration. The
main goal of the MDO toolchain is to show the improvements of the optimization, which involves aircraft
geometry, sizing, modeling and control design simultaneously, with respect to the reference aircraft.
Figure 130 shows the overall architecture of MDO toolchain.

The following sections will give a brief introduction of function blocks in MDO toolchain and the used
standard tools. For more informations please refer to previous deliverables 1.2, 1.4, 2.2 and 4.1.

CPACS The data model CPACS has been introduced and developed at the German Aerospace Cen-
ter (DLR) since 2005. CPACS is implemented in XML. Making use of the hierarchical representation of
data in XML the structure of CPACS mainly follows a top-down approach which decomposes a generic
concept (e.g., an aircraft) into a more detailed description of its components. This originates from the
conceptual and preliminary design of aircraft, where the level of detail is initially low and continues to
increase as the design process progresses. The hierarchical structure furthermore promotes the sim-
plicity of the exchange format which is required in collaborative design environments so that the various
stakeholders can easily append their results. CPACS serves as the data model in this toolchain.

RCE DLR’s Remote Component Environment (RCE) [11] is an open-source software environment
for defining and executing workflows containing distributed simulation tools by integrating them into a
peer-to-peer network. In this toolchain, RCE is used as the integration platform.
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CPACS generation block CPACS generation block, which is the first block in the MDO toolchain,
aims to generate the first version of CPACS file with a Python script.

Geometry block Geometry block aims to update the Catia model based on the incoming CPACS file
from the upstream CPACS generation block.

FE-model block The function of the FE-model block is meshing the geometry model and assigning
structural properties. A Splining model, which couples the structural and aerodynamic model, is also
generated in this block.

Aero-model block The aero-model block takes the geometry definition in CPACS file as input, gen-
erates the DLM aerodynamic model, and exports it to a Nastran bdf file.

Aeroelastic Model Generation and Simulation Based on the aerodynamic, structural and spline
grid information as well as mass and stiffness matrices, simulink model will be generated in this block
and will be used for control synthesis design.

Baseline and Flutter Suppression Control Design Blocks This block takes the nonlinear Simulink
model with the configuring struct file from DLR-SR as the input files and generates two models in
this case, one for the flutter control synthesis block and one for the baseline controller. Based on the
model the flutter suppression controller and the baseline controller are generated. Once the flutter
suppression and baseline control design blocks finish the synthesis, a frequency domain analysis will
be ran to assesses the performance of the two controllers acting together simultaneously, to check the
robustness margins and flutter margins of the resulting controllers.

In this MDO toolchain one of the main focus for the model generation, model reduction blocks and
control design blocks are the robustness aspects of the underlying algorithm. These need to run au-
tomatically, without human interaction in the presence of changes in the aircraft. This comes at an
expense that the individual controllers do not achieve the highest possible performance. This is also
where testing comes into play to validate the developed methodologies.

Connection between MDO Toolchain and Testing The HIL test and flight test blocks serve as aux-
iliary tools to validate the developed methodologies, as shown in figure 172.

The HIL tests evaluate the implementation aspects of the controllers and serve as a final step before
flight testing the controllers.

The flight test goals are twofold in case of the MDO toolchain. The main goal is to validate the control
design technology maturity. This is especially valid for the MLA, GLA and flutter suppression controllers
of the project since they have not been flight tested yet (using the model based design methodology
within FLIPASED). The other goal of the flight tests, as opposed to the MDO toolchain, is that the
resulting controllers can be fine tuned by "hand” to achieve optimal performance and provide lessons-
learnt to the designers and to the aviation community in general. In this case the robustness of the
synthesis algorithms to be able to be run in an automatic manner is not of a paramount criterion. In
addition, the fine tuning of the controllers is to be done based on the aircraft model that has been
updated via flight test data.

At the end of the cycle, the lessons learnt from the HIL tests and flight tests need to be fed back to the
MDO toolchain. This is done via engineering considerations. If the HIL tests indicate that some con-
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troller has implementation difficulties, the corresponding control design algorithm needs to be updated.
Similarly, if the flight tests show that a controller has lack of performance or robustness during flight
tests, the algorithms need to be adjusted as well.

More details regarding toolchain validation will be given in the following sections.

Structural Dynamics Model Validation The tasks related to structural dynamics of the aircraft mod-
els are led by DLR-AE, but contributions are made by ONERA, TUM, SZTAKI and DLR-SR as well.

The main steps regarding the task are:

¢ structural model development and GVT based update
¢ Model comparison and fine tuning for RCE toolchain based and GVT based model matching

e Operational modal analysis based model update during flight tests and its connection how this
feeds back to NASTRAN models

e Description of used tools and how they can we standardized

In this chapter, a summary of the structural dynamics model and the model-updating activities pertaining
to its update are described.

NASTRAN structural dynamic model The structural dynamic models of the T-Flex aircraft are de-
veloped using a modelling toolchain established during FLEXOP and FLIPASED. In total, three pairs of
wings are designed, manufactured and tested on the UAV test-bench:

(i) wings -0 - a pair of wings optimized using balanced-symmetric type of laminates serving as the
reference wing

(i) wings -1 - a pair of flutter wings designed to trigger flutter within the test-regime, whose flight
envelope will then be extended using active flutter control

(iii) wings -2 - a pair of wings optimized using unbalanced composite laminates, to demonstrate pas-
sive load alleviation through aeroelastic tailoring

The structural FE models for the wing pairs -0 and -2 are generated using an in-house model generator
ModGen at DLR-AE [53], while those of the -1 wing are obtained from a CAD-FEM toolset at TUM.
The wing models are integrated to the fuselage and empennage models generated during FLEXOP at
DLR-AE. The fuselage and empennage models are also generated using ModGen [53].

Model-updating of the -0 wings A ground-test campaign [101] involving structural tests and ground
vibration tests (GVT) has been performed on the T-Flex aircraft. An update of the FE model of the -0
wing has been performed based only on experimental data from static tests, while an update using data
from the GVT is being studied at present.

The static test was performed with the main objective being the assessment of the stiffness properties
of the wing and validation of the pertinent structural models developed. Figure 61 shows the deflection
of the wing-tip as a function of the applied tip-load. Shown in Figure 62 is the span-wise displacement
of a wing-half subjected to 3kg load at the tip, comparing the static tests and the initial FE model.
The observed difference in the displacement could be attributed to several factors including modelling
assumptions and simplifications, manufacturing deviations, material scatter, etc.
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Table 4: Comparison of eigen frequencies of the flexible modes: Nastran
GVT vs stiffness-updated FE model of the -0 aircraft (in - i nodes Figure 63: MAC matrix: GVT vs stiffness-
in the mode, s - symmetric, a - antisymmetric) updated FE model of the -0 aircraft

The present version of the model-updating is performed by introducing a knock-down on the engineering
stiffness (E1, Ez, Gi2) in the FE model of the wing and in the clamp used for the wing attachment. An
alternative approach through the inclusion of tuning-beams and optimizing its properties has also been
attempted. A comparison of the frequencies between this stiffness-updated FE model and the GVT
results is shown in Table 4. Also shown is the modal assurance criterion (MAC) which is an indicator of
similarity between mode shapes from two sets in Figure 63. It is seen that the FE model captures the
out-of-plane bending behaviour of the wing well. On the other hand, the in-plane behaviour of the wing
and the stiffness and mass modelling of the fuselage and empennage need to be investigated in more
detail.

The stiffness-updated structural model serves as the basis for generating a next iteration of ASE mod-
els for controller synthesis. In the next steps, a more refined approach at model-updating will need
to be performed considering other possible sources of deviation such as an improved modelling of
wing-fuselage joint, localized stiffness-updates and updated mass-modelling while utilizing also the
frequencies and mode-shapes obtained from the GVT.

Comparison of -1 aircraft structural dynamic model with static test Static test of -1 wing was
conducted in the FLEXOP project at the same time as -0 and -2 wing to verify the stiffness properties of
manufactured wing and validate the FE-Model developed during design stage. Figure 173 shows wing
tip deflection at different load cases and their linear fit. Linear stiffness property can be clearly seen in
the figure 173. Because of measurement error, there is zero drift when the load was increased from
zero and decreased to zero again.

FE-model is elaborated to replicate the static test. Figure 174 shows the comparison of span-wise
displacement of wing under 5 kg tip load between simulation and test. The manufactured wing is more
flexible than it modelled. It shows same trend as the -0 and -2 wing. The deviation between simulation
and test is around 12%, without consideration of zero drift in the test.

Same investigation was made for the torsional load cases. Figure 175 shows the linearity of the model
under the torque loads. Figure 176 shows the comparison of span-wise torsion of wing under 2 kg
torque load between simulation and test. There are only 0.1 deg differences. Taking the measurement
error into account, the results match quite well.
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Mode | GVT (hz) | FE (hz) | Af (%)
2n_wing_bending-s 2.94 2.9 -1.02
1n_wing_in-plane-a 7.01 - -
3n_wing_bending-a 7.57 8.15 7.66
wing_torsion-s 10.27 10.50 2.24
wing_torsion-a 10.73 10.61 -1.12
4n_wing_bending-s 12.13 12.11 -0.16
2n_wing_in-plane-s 15.07 15.06 -0.07

Table 5: Comparison of eigen frequencies of the flexible modes: GVT vs FE model of the -1 aircraft (in - i nodes
in the mode, s - symmetric, a - antisymmetric)

Comparison of -1 aircraft structural dynamic model with GVTs The -1 wing FE model is generated
using a CATIA - Hypermesh toolset at TUM. The model is of a very high fidelity comprising of detailed
elements for the structural as well as non-structural entities such as on-board systems.

A comparison of the eigen frequencies of the -1 aircraft model (without update) and the GVT is shown
in Table 18. It is seen that a generally good agreement between the FE model and the GVT results
exists. Two observations can be made with respect to this comparison.

The third flexible mode (3n_wing_bending-a) has the largest different in the experimental results with
respect to the GVT. Given that this wing bending mode participates in the critical flutter mechanisms
of the -1 aircraft, it is important to update the wing FE model with respect to the frequency of this
concerned mode. Secondly, the second flexible mode (named 1n_wing_in-plane-a) which is observed
during the GVT but not in the FE simulations appears to involve a relative motion between the fuselage
and wing as shown in Figure 177. Such a mode is expected due to some free-play or softness in the
attachment between the fuselage and wings, which is not tuned for in the FE models where an idealized
attachment is assumed. In order to be able to simulate this mode, one approach would be to tune soft
springs at the wing-fuselage interface such that the mode is present in the simulation. Both the FE
model update mentioned in the former and a study on how to introduce the concerned mode discussed
in the latter are being studied at present. An approach using so-called tuning beams is planned for this
task.

Model-updating of the -1 wing The model updating of -1 wing is first conducted with static test data.
Knock-down factor is applied on the engineering stiffness (E;, E, Gi2) of the wing skin and spar. The
model updating is based on the 3 kg bending load case. As you can see from Figure 178, the simulation
result matches quite well with test data. The deviation with the test result is reduced to 2mm within the
range of test error. Figure 179 shows the simulation result of 2kg torsional load case with updated
model. There are no noticeable differences as expected, because the parameter is updated according
to the bending load case.

After model updating, a modal analysis is conducted with updated model. Figure 180 shows comparison
of eigenfrequencies between GVT, FEM and updated FEM. Only the 3n asymmetric wing bending is
improved, all other modes become worse. This is due to the fact that updating with the static test, the
engineering stiffness (£;) is tuned down. This results in tuned down eigenfrequencies. Next step is to
use tuning beams locally to improve the 3n bending while not destroying the other mode shapes.

Comparison of RCE aircraft model with static test and GVT The initial model generated with MDO
toolchain was prepared to replicate the static test set up. The results can be seen from figure 181 that
the RCE model is way stiffer than the manufactured. Using the same approach as for -1 wing updating,
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a knock-down factor was applied to the engineering stiffness of wing spar and skin. The figure 182
shows the wing bending results with updated RCE model. The wing bending is much closer to the
static test results.

A modal analysis is also conducted for the initial RCE model and updated RCE model. The results can
be seen in the figure 183. After the update, all the modes listed are improved.

Validation of the low order aeroservoelastic (ASE) model The last step is to validate the accuracy
of the low order ASE model that is constructed in the modeling block of the RCE framework. This
model serves as the basis for the automatic baseline and flutter suppression control design algorithms.
The model is a set of linear time invariant (LTl) models that are obtained form the nonlinear model by
Jacobian linearization at airspeed values between 38 and 64 m/s. The model needs to capture the low
frequency dynamics of the aircraft for the baseline control design and the flutter modes for the flutter
suppression design.

The base model is the low order model of the Flexop aircraft that is described in [70]. The pole map
trajectories (as function of the airspeed) of the base model and the RCE generated models are shown
in Figure 75.

The plots show good match between the legacy Flexop and the RCE generated model. The pole
trajectories show similar trends and the interdependency between them is also very similar between
the two modeling frameworks.

Aerodynamics Model Validation The Deliverable D3.2 — Flight Test Report Phase 1 described the
taxi tests, flight tests and aerodynamic analysis performed within years 2020 and 2021. An issue is
reported in the deliverable about the actual aircraft producing significantly less lift than was initially
modelled. An almost constant lift coefficient offset of around 0.2 can be observed, which results in
35-45 percent lift loss in the 2-4 deg angle of attack region. FT5 and FT7 data do align in the same
trend. Accordingly, an investigation was launched not only in the available flight test data, but also
in aerodynamic modelling tools. The further findings from the flight test data are presented in the
Deliverable 3.6 — Flight Test Report Phase 2.

In order to select an aerodynamic tool which models the aerodynamic characteristics of T-FLEX cor-
rectly, a comparison study of different aerodynamic tools was conducted.

In the mean time, MDO toolchain poses additional requirements on the tools regarding the simulation
time and automatic execution.

Investigated tools includes the low order aerodynamic tools, Athena Vortex Lattice (AVL), XFLR5, Py-
Tornado, Tornado, VSPAERO, PAWAT, FlightStream and high fidelity tool STAR-CCM+.

Aerodynamics modelling tools This section will give introduction to the investigated tools. For more
details please refer to the paper [121].

AVL AVL is a program for performing aerodynamic analysis of rigid aircraft of arbitrary configurations
[21]. It uses the VLM method to model the lifting surfaces. Because of an intrinsic limitation of VLM,
AVL is only suitable for inviscid calculation at small angles of attack and sideslip.

Tornado Tornado is a Vortex Lattice Method for linear aerodynamic wing design applications in con-
ceptual aircraft design or in aeronautical education [73]. The method is built in MATLAB [1] and is based
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on the description as provided by Moran [78].

The VLM implementation in Tornado ignores the thickness effects of the airfoil, but includes the camber.
In Tornado, modelling of control surfaces is possible. Experimental functions that generate a Trefftz-
plane analysis can be used. Different options for mesh creation (linear panel distribution, cosine panel
distribution, etc.) are available. A graphical interface is available which can plot coefficients of interest,
display geometries and mesh.

Initially, Tornado was designed only to include linear aerodynamics. However, the code has been
updated to include viscous effects as well [17].

If required, stability derivatives can be calculated using central-difference approximation around the trim
condition. It is also possible to calculate trimmed polars.

PyTornado PyTornado is an aerodynamic tool for conceptual aircraft design. Short computation times
make it possible to easily obtain estimates of aerodynamic loads and to benchmark different concepts
[28]. Although a similar name as Tornado, PyTornado has been implemented from scratch within the
European research project AGILE. A Vortex Lattice Method is implemented in this code. It has a
user interface, pre- and post-processing in Python and a calculation core routine in C++ [74], which
guarantees a user friendly interface and computational efficiency. It can be used as a standalone
aerodynamic solver or can be integrated into a MDO toolchain. The deformation feature, which is under
development, could be potentially used for aeroelastic analysis.

XFLR5 XFLR5 is a software tool designed specifically with model sailplanes in mind [18][19]. There-
fore, it focuses on wings operating at low Reynolds numbers. The tool uses XFoil [22] (XFoil v6.99 since
XFLR5 v6.55) to calculate the 2D aerodynamics of an airfoil. Non-linear Lifting Line Theory (based on
the NACA technical note 1269 [99]), Vortex Lattice Method with quadrilateral rings (as recommended
by Katz and Plotkin [45]) or 3D Panel Method (based on Maskew [69]) can be used for 3D wing and tail
analysis. Body analysis is not recommended by the author [19].

Unlike the usual VLM solvers, the VLM method implemented in XFLR5 provides a viscous drag cor-
rection. In such case, lift-related characteristics (lift distribution, induced drag) are kept inviscid and
after local lift distribution is calculated, viscous drag correction using 2D airfoil polars is applied. The
lift distribution is not changed. This method is also used during this study. However, the author of the
software raises awareness that such correction is not scientifically sound, as using 2D polars ignores
any spanwise effects [19].

VSPAERO VSPAERO [51] is the aerodynamic analysis tool integrated within the conceptual aircraft
design package OpenVSP [83]. The tool has two methods available - the Vortex Lattice Method with a
simple stall prediction methodology (not used in this study) and a 3D Panel method [52]. Propellers can
be included in the simulation. The tool also incorporates the possibility to calculate the parasite drag
using the component build-up method. In the current study, only the VLM method is used.

PAWAT The Preliminary Design Tool for Propeller-Wing Aerodynamics (PAWAT) is an aerodynamic
tool for the conceptual design of aircraft [102]. The calculation of the steady state lifting surface aero-
dynamics in PAWAT is based on a modified three-dimensional nonlinear lifting line theory with a fixed
wake model employing nonlinear airfoil data to model nonlinear and viscous effects to a certain ex-
tent [102]. PAWAT is also capable of modelling propellers and it allows investigations of the interaction
effects between wing and propeller.
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The method is built in MATLAB [1]. The description of the lifting line method used is described by
Phillips and Snyder [87].

FlightStream FlightStream is a novel surface vorticity solver capable of using structured or unstruc-
tured surface meshes. As a vorticity-based solver, the code can be expected to be substantially more
robust and stable compared to pressure-based potential-flow solvers and less sensitive to surface per-
turbations, and it also allows the use of coarser meshes with an acceptable level of fidelity [80].

To account for viscous effect, integral boundary layer was implemented in FlightStream and was coupled
with inviscid solver via displacement of the inviscid boundary equal to the displacement thicknesses of
the local boundary layers. More features like prediction of flow separation and stall characteristics are
also enabled by this implementation.

STAR-CCM+ Simcenter STAR-CCM+ is a multiphysics computational fluid dynamics (CFD) software.
In this study, it is used to provide the reference data for comparison.

One has to emphasize that most of the tools simulated the wing and tail (Figure 76). Fuselage was
included only in simulations of STAR-CCM+ and FlightStream. A study was done with STAR-CCM+ to
investigate the influence of the fuselage on the spanwise lift distribution. A small influence was noted at
low angles of attack. However, at high angles of attack the fuselage does change the flow at the wing
root.

Global aerodynamic coefficients This section will compare the aerodynamic tools regarding the
global aerodynamic coefficients. For more details please refer to the paper [121].

Lift The lift coefficient data is plotted with respect to the angle of attack in Figure 77 as well as in Figure
78 for the linear part of the slope. The lift curve slope coefficients C;_ and zero angle lift coefficients
C., are shown in Table 6.

Table 6: Comparison of lift curve slope C;,,, zero angle lift coefficient C;,, minimum drag coefficient Cp,,,,, pitching
moment curve slope Cn, and zero angle pitching moment coefficient Cn, for different aerodynamic modelling tools.

=
SRE:
C 0.106 | 0.111 | 0.103 | 0.107 | 0.105 | 0.104 | 0.104 | 0.104 | 0.104
Ci, 0.206 | 0.248 | 0.214 | 0.180 | 0.122 | 0.185 | 0.198 | 0.205 | 0.215
Cp,,, | 0.020 | 0.005 | 0.015 | 0.016 | 0.001 | 0.002 | 0.015 | 0.012 | 0.002
Cm -0.027 | -0.028 | -0.030 | -0.047 | -0.050 | -0.032 | -0.032 | -0.026 | -0.030

o

Cmo 0.132 | 0.141 | 0.117 | 0.103 | 0.193 | 0.214 | 0.147 | 0.128 | 0.159

Turbulent
Euler
FlightStream
PAWAT
XFLR5
VSPAERO
PyTornado

Significant reduction in lift is apparent when comparing the turbulent simulations to Euler simulations.
This is expected, as the viscous boundary layer on the top surface of the wing reduces the effective
camber ling, therefore reducing the aerodynamic angle of attack. Interestingly, most of the tools show
better alignment with the turbulent simulations than with the inviscid ones, even though only PAWAT
and FlightStream take viscosity into account when calculating lift.
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When only the linear part of the lift curve is concerned, the calculated curve slope agreed with each
other. The zero angle of attack lift shows deviations among tools. Tornado differs most from the other
tools. Taking into account that all the tools are meant for preliminary design phase, the differences
between them could be categorised as being insignificant.

The nonlinear part of the curve is predicted by both PAWAT and FlightStream. Even at high angle of
attack, the lift curve from FlightStream matches quite good with CFD turbulent result. However, as no
CFD simulations above 14 degrees were done, the C;__ could not be estimated.

max

The spanwise normalized lift distribution for o« = 2deg is plotted in Figure 79. As only the shape of the
distribution is of importance here, the local lift coefficients are normalized with respect to the maximum
local lift coefficient for the same tool.

The normalized lift distributions between the turbulent and Euler simulations are almost identical. The
estimated maximum local lift location is similar for all the tools. The overall shape is very similar with
some discrepancies at the root and tip areas. The differences between the STAR-CCM-+ results and the
other tool results at the wingtip might be due to the poor discretization when extracting the lift distribution
from STAR-CCM+.

Drag Figure 80 shows the inviscid drag polar. While all the VLM tools and panel-based method Flight-
Stream agree mainly, the differences compared with the STAR-CCM+ Euler simulation are noticeable
even at low lift coefficient.

One has to note that the inviscid drag extracted from STAR-CCM-+ here is the pressure drag component
acting on the aircraft. Strictly speaking, this is not equal to the induced drag by definition. The separation
of induced and profile drag from CFD is not straight-forward, and if Euler simulations are used the
induced drag due to viscous effects are then ignored. Nowadays there exist some methods to extract
these two drag components from CFD [62], but they were not implemented at the time of writing this
report.

The total drag coefficient shown in Figure 81 includes both viscous and inviscid drag. Significant differ-
ences can be seen in between the tools that correct for viscous drag (STAR-CCM+ (turbulent), Flight-
Stream, PAWAT, XFLR5, VSPAERO) and the ones that do not (Tornado, AVL, PyTornado).

Different methods were used to correct the viscous drag in different software tools. Variation of viscous
drag is clearly visible in the Figure 81.

Both PAWAT and XFLR5 correct viscous drag based on 2D airfoil polar data. For XFLR5, 2d viscous
drag is interpolated from local wing lift coefficient. The interactive boundary layer, which is a coupling
method between potential flow and viscous flow on surfaces, is not implemented in the VLM available
in XFLR5 [18]. The consequence of underestimation of viscous drag is confirmed in the Figure 81.

In PAWAT, equations are established for wing segments based on the aerodynamic force derived from
three-dimensional vortex lifting law and the aerodynamic force derived from nonlinear airfoil character-
istics of the segment and the segment area [102]. Iterative procedure is needed to solve the equations.
Total drag coefficient from PAWAT matches quite well with CFD data.

In FlightStream, integral boundary layer is coupled with inviscid surface solver to account for viscous
drag. Even though, the total drag seems to be underestimated.

Pitching moment The pitching moment coefficient with regard to angle of attack is shown in Figure
82. The results predicted by STAR-CCM+ Euler simulation and turbulent simulation are almost identical,
except that at the high angle of attack, turbulent simulation shows a pitch up trend. FlightStream shows
a similar pitch up trend as turbulent simulation, even though an offset of the curve is visible.
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The pitching moment coefficients predicted by VSPAERO, XFLR5 and PyTornado match quite good
with the CFD results. The results from PAWAT, AVL and Tornado show noticeable deviation to the
reference.

Flight Dynamics Model Validation The flight dynamics of a flexible air vehicle is characterised by
an aero(servo)elastic (ASE) model that considers the interaction of aerodynamics, structural dynam-
ics, rigid body dynamics, and control laws which comprise interdisciplinary aircraft modelling. These
subsystems can be independently modelled using a theoretical approach, and experimental results
from various ground and flight tests can be incorporated into the models. Before flight tests can be
conducted safely and effectively, a number of ground tests must be performed. The static and ground
vibration tests (GVT) are essential for evaluating and improving the accuracy of the numerical models
used during the aircraft design phase. The results of ground testing, for instance, are used to update
and validate the Finite Element (FE) model that represents the structural dynamic part of the aircraft
model. Similarly, an aerodynamic model can be generated using computational fluid dynamics (CFD)
simulations or panel methods derived from potential theory, typically representing quasi-steady and un-
steady aerodynamics, which can be partially updated using limited data from wind tunnel-tests, which
are often used in the aircraft design and development phase for configuration optimization. Compared
to completely flight mechanical models representing rigid body aircraft dynamics, which are adequately
represented by low-order dynamics, and purely structural models, which are adequately represented
by higher-order dynamics, ASE models encompass both the low- and high-frequency range.

For the validation of the flight dynamics model, an updating methodology for correcting of the numerical
system matrices A, B, C and D of the linear discrete-time state-space models of the flexible aircraft
has been developed combining the phenomenological and behavioral model structures. The proposed
approach updates the system matrices using the measured input-output data from flight test and the
initial state-space model of the flexible aircraft which is derived from the linearization of the nonlinear
first-order differential equations describing the aircraft motion. The key feature of the proposed ap-
proach is that updating can be executed in a single step with multiple data bases from different flight
tests with nearly-identical initial conditions, resulting in a more physically realistic correction of the sys-
tem matrices. The updating method addresses linear estimation problems which allows an manageable
implementation with fast execution avoiding optimization problems for approximation of solutions of non-
linear differential equations resulting from aircraft equations of motion.

The primary purpose of numerical model improvement is to identify and correct (update) the discrep-
ancies between experimental and predicted numerical outputs. In the case of significant disparities
between model predictions and experimental data from flight tests, the numerical aircraft model must
be updated until there is a satisfactory correlation between model predictions and experimental results.

The proposed updating algorithm and its advanced application is based on the study described in [104].
The formulation of the proposed updating approach enables correction of the system matrices A, B, C,
and D of the initial linearized discrete-time (DT) state-space system derived from a flexible aircraft
model. The updating method addresses linear estimation problems combining the phenomenological
and behavioral model assumptions.

Thus, two formulations for the error minimization, i.e. minimization of the output residual between flight
measured data and model predictions have been defined. The first utilises the state-space system’s
output equations, whereas the second requires both the state and output equations. The methodology
for updating that will be described here is based on a linear least-squares approximation resp. a min-
imum norm solution. The updating algorithm has three steps. In the first step, the calculated states
from the initial model corresponding to the rigid body aircraft dynamics will be corrected using output
equations. Here, the considered states are measured and comprise a subset of the outputs. In the sec-
ond step, we use the same approach as in the first. Here, the principal difference is that we consider
the states corresponding to rigid body and flexible aircraft dynamics. In the third step of the algorithm,
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the system matrices A, B, C, and D are directly updated using the updated states from the previous
two steps. Note that the algorithm described in [104] consists of four steps. Here, we omit the fourth
step in which the system matrices C and D are reestimated to ensure a better output match without
regard to the actual system’s internal behaviour. Within the context of the method and model validation
analysis used for this study, we evaluate the quality of the updated model by residual analysis using
Theil’'s inequality for assessment of the fit. Theil’s inequality and the breakdown of fit error in terms of
bias, variance and covariance proportions, offer insight on the validity of the predicted responses from
the updated model. The following diagram (Fig.375) illustrates a summary of the study presented in
this work, including the flight test domain, model structure, updating algorithm, and model validation
process.

Updating algorithm This section outlines the formulation of the proposed updating approach for the
numerical system matrices A4, By, C4, and Dy of the discrete-time linear state-space system repre-
senting the flexible aircraft model. The main objective of numerical model improvement is to detect and
correct the discrepancies between experimental and estimated system outputs. The updating method-
ology is based on error minimization of the output residuals using both state and output equations. lIts
algorithm is a three-step procedure and it is based on a linear least-squares approximation resp. a
minimum norm solution. We begin by defining the error minimization formulations used in the updating
approach, and then we outline the related updating steps.

The first error minimization problem which represents an output residual formulation between flight test
data and model predictions by using only the output equations, is defined as:

Ntest Nt_l

TXT Z Z [¥4.i — Ssens - (CaAxi,i + Da(Uk,i — uo,i) + yo.i)|I* - (2)
ti=l k=1

We shall denote the value of perturbed state vector Ax, ; that minimizes Eq. (70) by Axﬁf,), for fixed Cy4
and Dg:
Ntest Ntfl
Axe) = arg rAnXIkn ; ; [¥k,i — Ssens - (CaAxii + Da(Tk,i — o,i) + y0.0)lI” (3)

where T,; € R™ and y, ; € R’ are measured inputs and outputs from ith flight test. N..s; denotes
the number of flight test sets used for model updating. For clarification: / is the number of outputs
from test and / is the number of outputs from numerical model. S..,s € R'*' is the sensor matrix
allocating the measured outputs with the estimated outputs from model. It is defined as an identity
matrix Ss.,s = | € R'* ' if all outputs from the numerical model are measured. Otherwise it becomes
a rectangular matrix / < /. For most cases, a sensor matrix is needed when you are interested in
outputs that are essential but cannot be measured during the test, or when only a subset of measured
quantities is intended for model updating. The error minimization formulation given in 70 is used for the
first and second step of the updating algorithm, where for fixed C, and D, the perturbed states Ax, can
be corrected.

The second error minimization formulation requires both state and output equations where system
matrices Ay, Bq, Cq and Dy can be corrected by using the updated states Ax,Ef,) obtained from the Eq.
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Nrest Nt_2
A Bl ¢l ),D(C) = ar m|n
d 1 Pd by 9 ) Z Z

(Cd Dd i=1 k=0
C sens

Ay Bd<Axﬁ> <0>>
T+
Ug,i — Ug,i Yo,i

Cd Dd
Here, the error minimization formulation in Eq. (72) is used in the third step of the updating algorithm.
The three-step procedure of the proposed updating method may be summarised as follows:

<Axk+)l I) .
Yk,

2

1. Correction of measured states corresponding to rigid body aircraft dynamics using the first error
minimization formulation given in Eq. (71)

2. Correction of measured and unmeasured states relating to rigid body and flexible aircraft dynam-
ics using the first formulation for error minimization given in Eq. (71)

3. Correction of system matrices Ay, By, C4 and Dy using the updated states from the first and
second step using the second formulation for error minimization given in Eq. (72)

Detailed mathematical derivation of the updating methodology can be found in [130].

Model Validation Facts are distinct from estimates. Model validation is essential for gaining con-
fidence in or rejecting a certain model. Comparing measured and simulated outputs is required to
validate the updated model. There are numerous aspects of model validation that can be broadly
categorised into three subcategories [42]:

e Statistical properties of the estimates

¢ Residual analysis

e Model predictive quality

These three methods offer insight into the effectiveness or ineffectiveness of model parameters. They
provide the essential means to evaluate the suitability of identified (updated) models and their parame-
ters in duplicating the system closely enough.

Within the framework of the method and model validation analysis employed in this study, we evaluate
the quality of the updated model by residual analysis using Theil’s inequality for assessment of the fit.
The prediction capability of the updated model, which will be described later in this section, is then
evaluated.
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Theil’s inequality analysis and decomposition of fit error Theil’s inequality provides an usefull
type of output statistics for the overall fit. Theil’s inequality coefficient TIC is defined as

AN Freo — o)

TCo = Ne—1 2 Ne—1 2
AT o)’ + e S (o)

L o=1,2..1 (5)

where y;, is the o'th output from model at time t = kT, and y, , is its counterpart from flight test.
Theil’s inequality coefficient measures the conformity between two time series. In statistical terms, it is
the ratio of the root-mean-square fit error to the sum of the root-mean-square values of the measured
and estimated signals. TIC = 0 (case of equality) implies a perfect match, whereas TIC = 1 indicates
the case of maximal inequality.

Additionally, Theil analysed the fit error between the two time series in terms of bias, variance, and
covariance proportions given by [65], [112]:

(YMO B yli\,/(,))z

TICm,o = = 5 (6)
N% Qlt:ol (yk,o - yk,o)
2
TCs, = e —Tra) 4
N 2<k=0 (Yk,o - Yk,o)
TICc, = — 20— Po) 900y (8)

N% LVt:Bl (?k,o - yk,o)2

wehre yﬁf’o and ylff) refer to the mean values of the oth measured and simulated output. o and p are the
standard deviations and correlation coefficient respectively of the two output signals y and y. They are
defined as

N;—1
1 1 : g 7M M
. = - — MY (ho — yM) . 10
p p—— k§:0 Vo — Vio) o — ¥i0) (10)

Again, we separate the three proportions defined in Eqgs. 6-8 for each output.

The bias proportion TICy ., is @ measure of the systematic error in the updated model, while variance
proportion TICs , indicates the model’s capacity to duplicate the variability of the true system. Nonsys-
tematic error is quantified using the covariance proportion TICc,. The above breakdown offers insight
into the sources of fit error. For an ideal case, the bias and variance proportions should be close to zero,
and the covariance proportion should be close 1. The sum of these three proportions equals 1. For both
TICm, and TICs ., a large value, often greater than 0.1, would be cause for concern and the updated
(identified) model should be scrutinised and analysed in detail. In conjunction with a visual evaluation
of the fit between the output signals, these criteria give slightly more insight into the characteristics of
residuals [130].
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Model predictive capability The predictive capability check of the updated model is determined by
comparing the flight measured responses with those estimated by the updated model for the "same”
control inputs. This requires a flight test data set with the nearly identical control inputs and trim condi-
tions as chosen in identification tests for model updating. In the terminology of aircraft applications, this
procedure is frequently referred to proof-of-match (POM), which is not an easy task. Both the control
input and output measurements are susceptible to measurement noise. In addition, even when the
proof-of-match manoeuvres can be performed in apparently calm atmospheric conditions, the aircraft is
excited by a small amount of nonmeasurable turbulence-induced excitation. In general, complementary
flight data, i.e. flight manoeuvres not used in the identification tests for model updating, are used to
evaluate the model predictive capability. Validation on complementary data is sometimes referred to
informally as a "acid test” [43].
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Case Study The algoritm of the proposed updating method is coded in MATLAB. With both the dis-
crete state-space model and access to flight test data of the FLIPASED demonstrator aircraft, the
application of the proposed updating methodology is demonstrated, followed by the presentation of
convincing findings.

Flight Test The FLIPASED aircraft is a jet-powered UAV with a wing span of 7.1 m and a takeoff
mass of 65 kg. It was manually operated within visual line of sight. Ref.[120] offers more insight into
the flight test campaign. The FLIPASED aircraft is equipped with an integrated measurement system
that is considered in both the nonlinear aircraft model and the linearized state-space representation,
respectively. The usual air data, position and inertial parameters are being logged on the aircraft.
Attached to the front and rear spars are 12 inertial measurement units (IMU) that records the structural
deflections of the wings. The wing-mounted IMUs measure translational accelerations in z direction and
the angular rates w, and w,. As outputs, 36 time histories are therefore provided. Figure 376 shows the
configuration of the IMUs’ placement on the wings [103]. Further, a fuselage-mounted IMU provides
flight measured translational accelerations ag,s. and the rotational rates (... More information on flight
test instrumentation (FTI) is given in Ref. [120].

Figure 84: Location of accelerometers (IMUs) on FLIPASED aircraft [104]

The flight test data used in this study are provided by a pushover-pull-up manoeuvers. The primary
objective of pushover—pull-ups, commonly known as roller-coaster, is to identify lift and drag character-
istics, longitudinal stability, and elevator trim requirements. The maneuver starts from a trimmed level
flight condition with a constant thrust [42]. With a sampling rate of 200 Hz and a 20-second time win-
dow, experimental data from three test sets have been used for model updarting method. The recorded
input/output time series are then upsampled to 1 kHz to obtain data consistency with the discrete state-
space model of the aircraft. The flight measured outputs with their physical quantities are listed in the
table 7. In addition, the trim conditions obtained from flight test measurements are stated in table below
(Tab.82).

85



FITPASED

Table 7: Physical quantities of the states and inputs-outputs of the linear discrete-time state-space system of the

aircraft model’

States

Inputs

kinematic dynamic  elastic  aerodyn. lag

Outputs

A Au_ A (30)  Axi (288)

A¢ aileron defl. (8)

¢

A0 Av ir (30)

An elevator defl.(4)

0

A Aw

Adg Thrust setting

Y

Axoe Ap

ax, IMU-Fuse

Ayoe Agq

dy, IMU-Fuse

AZOE Ar

4z, IMU-Fuse

P IMU-Fuse

d IMU-Fuse

I IMU-Fuse

ZE

Vias

(67

B

hbaro

Pstat

Protal

IMUs-Wing:

a, wy, wy (36)

" The numbers in parentheses denote the number of corresponding physical quantity.

Table 8: Trim values measured from identification flight tests

TNelev,0 [deg] 90 [deg] ‘/ias,O hbaro,O [m] @Q [deg] 50 [deg]
Identification Test #1 -3.68 0.99 38.5 814 2.78 0.403
Identification Test #2 -3.52 8.12 35.7 807 3.73 -0.818
Identification Test #3 -3.52 1.79 39.7 738 1.67 1.424

As is clear from the table above (82), the initial conditions assessed by three sets of flight data are not
"equal” as expected under real conditions. Here, we limit ourselves to the barometric altitude hya00 and
Vias.0 parameters from which, inter alia, the generated state-space models are dependent.

For pushover-pull-up manoeuvres the aircraft is excited by elevator deflections, as depicted in Fig.378.
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Figure 85: Elevator deflections used for pushover—pull-ups
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Results The presented updating method has been successfully applied on the linearized FLIPASED
aircraft model including the use of the flight test data. The results are based on the research described
in [130].

Using residual analysis by means of Theil’s inequality formulation given in 5, we assess the quality of
the updated model for each of the output variables o = 1, 2, ..., I. Although the acceptable value for TIC,
varies on the application, as a general guideline, a value < 0.25 indicates a satisfactory agreement. It is
also feasible to establish a single measure for the overall fit. Thus, we define the mean Theil’s inequality
coefficient TIC ean given by

TICmean =

~I| =

1
Y TIC, % (11)
o=1

Figure 86 illustrates the correlation results calculated from Theil’s inequality formulation between the
considered subset of output signals from three flight test sets and corresponding outputs from the initial
and updated model.
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Figure 86: Fit error distribution between flight test and updated model data for each output
(Number of test sets = 3)

As is evident from the plot in Fig. 86, a high degree of fit between flight test data and results from
updated linearized aircraft model has been achieved. The mean Theil's inequality coefficient TIC,ean
(Eqg.11) between the outputs from updated model and the recorded data from flight test is approximately
0.14 and has decreased by 0.17. Again, TIC = 0 implies a perfect match (best fit), whereas TIC =1
indicates the case of minimum correlation. In addition, we partitioned the fit error TIC, for each output
between the flight measured and reconstructed responses from the updated model into proportions of
bias, variance, and covariance given in the equations 6-8 as shown in Fig. 386.
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As already mentioned in Section 2.1.3, the bias and variance proportions TICy, and TICs should be
very small, typically (TICy + TICs) < 0.2. Again, TICy is an indicator of the systematic error in the
updated model, while variance proportion TICs implies the model’s capability to duplicate the variability
of the physical system [42]. The diagram in Fig. 386 clearly demonstrates that nonsystematic error,
represented by the covariance proportion TICc, predominates the source of the fit error with TICc, >
0.90, Yo = 1,2, ..., I, which suggests a high quality of the updated model, that is, capacity to duplicate
the true system response.

1 []
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I T1C,, Bias
0.9 B TICs Variance
[ ]TICy Covariance
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o o =~ o
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—

o

Figure 87: Breakdown of the fit error into proportions of bias, variance, and covariance
(Number of test sets = 3)

Table (9) provides a detailed summary of the results obtained from Theil’s inequality formulation includ-
ing the decomposition of fit error between flight measured and reconstructed outputs from the updated
model.
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Table 9: Correlation results including the decompositon of fit error between flight measured outputs from identifi-
cation tests and reconstructed outputs from updated model

TIC [] TICwm [-] TICs [-] TICc [-]
0 0.20267 4e-05 0.003 0.99695
aZ |MU—Fuse 0.11085 0.02322 0.03488 0.9419
ZE 0.02841 0.04142 0.00059 0.95799
q 0.12621 0.00506 0.00346 0.99149
Vias 0.03331 0.0249 0.00016 0.97494
o 0.07202 0.00177 0.02124 0.97699
hbaro 0.00721 0.02412 0.03584 0.94003
Protal 0.00128 0.02959 0.01411 0.9563
IMU L1 z 0.17478 0.00614 0.04021 0.95365
IMU L2 z 0.12126 0.00526 0.05868 0.93606
IMU L3 z 0.12501 0.00539 0.05964 0.93497
IMU L4 z 0.1228 0.00553 0.05709 0.93738
IMU L5 z 0.1491 0.00417 0.06588 0.92995
IMU L6 z 0.20174 0.00398 0.08365 0.91237
IMU R1 z 0.19578 0.00325 0.06382 0.93293
IMU R2 z 0.20428 0.00452 0.05543 0.94005
IMU R3 z 0.19206 0.00347 0.07302 0.92351
IMU R4 z 0.20545 0.0027 0.09392 0.90338
IMUR5 z 0.20948 0.0028 0.07607 0.92113
IMU R6 z 0.22037 0.00282 0.08966 0.90752

In the following, a few selected outputs from the flight test are plotted together with the outputs from
initial and updated linearized model of the aircraft (Fig. 380 - 384). It is clearly evident that the presented
updating method enables to reconstruct all the measured responses obtained from the flight test with
high accuracy even in case of highly noise-contaminated experimental data.
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Proof-of-match For model validation within the framework of proof-of-match procedure, a flight test
data set with nearly identical control inputs and trim conditions is needed as chosen in identification
tests for model updating. Hence, a suitable set of test data is chosen for model validation, where the
aircraft is excited for a pushover-pull-up manoeuvre by an elevator deflection shown in Fig. (95) below.

Deflection [deg]

[——TAIL Right (Validation test set #1)]
! ! ! !

. . . . N
2 4 6 8 10 12 14 16 18 20
Time [sec]

Figure 95: Measured elevator deflections and trim values from flight test for model validation

Trim values
Tlelev,0 [deg] -3.68

0o [deq] 2.89
Vias,O 37.8

hbaro,O [m] 809
g [deg] 2.64
Bo [deg] 0.873

Figure (385) demonstrates that a high degree of match has been achieved between outputs from val-
idation flight test and outputs estimated from the updated aircraft model. The mean Theil’s inequality

coefficient TIC ean is approximately 0.18 and has decreased by 0.15.
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Theil’s Inequality Coeeficient [-]

Figure 96: Fit error distribution between outputs from validation test and outputs provided from updated model for
proof-of-match procedure

Conclusion In this study, it was proved that the proposed updating method can be successfully ap-
plied to discrete-time LTI state-space models describing rigid body and flexible aircraft dynamics by
employing multiple flight test data. The suggested method permits adjustment of the predicted system
matrices A4, B4, C4 and Dy, beginning with the initial model, by minimizing the output residuals using
both state and output equations. The methodology enables the reconstruction of all flight-measured
responses with a high degree of overall correlation. The updated model has both phenomenological
and behavioural characteristics, with the structure, sparsity, and density degree of the updated matrices
remaining quasi-constant. The algorithm of the updating method described here is a three-step proce-
dure and is based on linear least-squares approximation resp. a minimum norm solution which enables
an appropriate implementation with fast execution avoiding optimization problems for approximation of
solutions of nonlinear differential equations derived from aircraft equations of motion. Another benefit of
the presented approach is that updating algorithm can be performed with different data bases derived
from flight tests with the nearly identical initial conditions, which would lead to a more physically realistic
correction of the system matrices. For the method and model validation, Theil’s inequality formulation
was utilised. This enables insight into the sources of fit error and hence assesses the quality of the
updated model with physical insight.

Control System Design and Performance Validation The lead responsible partner for control sys-
tem design is ONERA, but both DLR-SR and SZTAKI provided significant contribution to this task.

The present chapter discusses the following topics:
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Short summary of the flight control design tools for baseline, load and flutter control design

Description of hardware-in-the-loop test results with control laws

Description of flight test results with baseline control laws

Description of used tools and how the model based design tools are validated to standardize them
in the MDO toolchain

Baseline control structure The function of the baseline controller is to control the rigid body motion
of the T-Flex aircraft. For this purpose a structured controller configuration was selected, which allows
the sequential testing and tuning of the different control laws. The structure can be depicted in Figure
149.

The baseline controller has three operational mode:

(i) Direct Mode: The direct mode allows the pilot on the ground to bypass the flight control system.
The only part active in the flight control computer is the mapping from the received remote-control
signals to the commanded surface deflections. The pilot controls the pitch, roll and yaw axis
directly via the aircraft’s control surface deflections and its velocity via the thrust setting.

(i) Stability Augmentation Mode: The augmented mode switches on basic augmentation for the
pilot. Instead of directly controlling the surfaces the pilot inputs pitch- and roll-attitude commands.
The side-slip angle is automatically regulated to zero, reducing the pilots need to control the yaw
axis separately. Velocity control remains in direct control, i.e., the pilot controls the velocity via the
thrust setting.

(iii) Autopilot Mode: In this mode the pilot fully delegates the aircraft control to the flight control
system. Altitude, course angle, velocity and side-slip angle are automatically controlled. To fly
along the defined test pattern, reference commands based on the aircraft position are generated
in a navigation module.

The inner loops of the control system in roll, pitch and yaw provide the basis for the operational model
(i) and (iii). Mode (iii) is the core element of the autopilot adding the outer loops for course angle,
altitude and speed control (autothrottle) as illustrated in Figure 149. Thus, a series of cascaded control
loops is used to facilitate the control design task. As the cross-coupling between longitudinal and lateral
axis is negligible, longitudinal and lateral control design is separated. Thrust commands §;, which are
transferred to an engine revolution command 4,, via a nonlinear mapping and the elevator ¢, are the
available actuators for longitudinal control.

Baseline control design Lateral-directional control generates aileron (4,) and rudder commands (¢,),
which is a multivariable problem and requires the coordinated use of aileron command 4, and rudder
command §,. The most inner loop features roll-attitude (@) tracking, roll-damping augmentation via the
roll rate (p), and coordinated turn capabilities, i.e. turns without side-slip, via feedback of the side-slip
angle (8). The outer loop establishes control of the course angle (x). All controllers are scheduled
with velocity to increase performance over the velocity range. Within the fully automated flight mode
(iii) the reference signals for the velocity (Ve), altitude (Hef), and course angle (xef) are provided by a
dedicated navigation algorithm. It uses the GPS longitudinal and lateral position of the aircraft (x, and
va) as well as the current course angle () to provide the commands.

Structure wise, the control loops use scheduled elements of proportional-integral-derivative (PID) con-
troller structures with additional roll-offs in the inner loops to ensure that no aeroelastic mode is excited
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by the baseline controller. A scheduling in dependence of the indicated airspeed Viys is used to ensure
an adequate performance over the velocity range from 32 m/s to 70 m/s. For the scheduling a first or
second order polynomial in Viss is applied. As an example the proportional gain k, = zg + z1 Vias + 22 V2
is depending quadratically on Vi,s with the free parameters z, z;, and z,. A comprehensive summary
of the used controller structures for each cascaded loop is provided in Table 10, including the channel
description in the controller architecture and the implemented scheduling.

Table 10: Summary of the control loops of the FLEXOP baseline flight control system with the inner loop functions
(first part) and autopilot functions (second part).

Control Loop Channel Structure Scheduling
Pitch Attitude Control ~ (Qyef — ©) — 6 PI 2nd-order polyn. in Vigs
Pitch Damping q — e P 1t-order polyn in Vigs
Roll Attitude Control (Pret — P) — 0, P 1st-order polyn in Vigs
Roll Damping p— 0, P 1st-order polyn. in Vi
Yaw Control B — 6, PID 2"-order polyn. in Viag
Autothrottle (Viet — Vias) — o 2 DOF-PID none

Altitude (Hief — H) — O PI 2"d-order polyn. in Vias
Course Angle (Xref — X) — Pref PID 2"d-order polyn. in Vias

Note that the controller outputs d., d,, and o, defer from the actual surface inputs to ease the actual
control design task. Thus, they need to be transformed to physical actuator commands via an adequate
control allocation. The T-Flex aircraft has multiple control surfaces and features combined rudder and
elevator surfaces (ruddervators). The commands to the actuators of the two aileron pairs are deter-
mined by
5a,l2 = 6a,l3 = 0-55a
5a,r2 = 5a,r3 - _0-563

to generate the required differential aileron deflections for roll motion control. For the ruddervators
superposition of the elevator command §. and the rudder command 4, is applied by

(12)

delevii = Oeleviz = 0O+ 0.56,

5elev,r1 = 5e/ev,r2 = 5e - 055r (1 3)

Thus, symmetric deflections on the left and right of the ruddervators correspond to elevator commands
while differential deflections establish rudder commands.

Parameter Tuning With the baseline controller structure available, the next step is to tune the free
parameters of the individual control loops. During this process, an individual optimization problem is
set up for the tuning of each control loop. This results in six optimization problems to be solved, as
summarized in Table 11. Note that the proportional damping augmentations in roll and pitch are not
tuned separately but included in the optimization problems of the corresponding tracking loops. For
the inner loops a phase margin of at least 45° is demanded. As short period damping is relevant, a
minimum of 0.6 is set as optimization constraint. For the roll motion a fast response time of 1s with
good tracking capabilities (steady state error of 0.1) is defined. For the coordinated turn capabilities
via the side slip angle feedback a single constraint on the disturbance rejection gain is applied. For
the outer loops an adequate frequency separation commonly used in a cascade controller design is
applied. The outer loops for controlling attitude and course angle are designed to be five times slower
than the inner loops, leading to a corresponding bandwidth or response time constraint. Finally, the
auto-throttle is a little more involved due to the complex engine dynamics. Therefore, a model matching
problem using the non-linear simulator is used which aims to minimize the recorded error between the
desired and achieved response in the simulation.
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Table 11: Overview of the six defined optimization problems with the number of free parameters and optimization
criteria within the model based design procedure of the baseline controller.

Channel Structure P Free Criteria
arameters

Pitch Attitude Control Pl 8 Damping ration of 0.6

incl. Pitch Damping P Phase margin of 45°
Roll Attitude Control P 4 Response time of 1s, steady state

incl. Roll Damping P Error of 0.1, phase margin of 45°
Yaw Control PID 9 Disturbance rejection gain
Auto-Throttle 2 DOF-PID 5 Model matching error
Altitude Pl 6 Bandwidth criterion
Course Angle PID 9 Response time of 5s

Baseline control flight test results The baseline controller has been tested in an intensive flight
test campaign, where the separate loops have been sequentially engaged in the different flights. It
is important to emphasize, that the controllers have been designed and tuned based on the available
mathematical models of the aircraft, which is only an approximation of the real dynamics. Therefore,
several adjustments (fine-tuning) of the control gains might be necessary in order to improve the per-
formance of the baseline controller. This can be performed smoothly due to the hierarchical structure
of the controller. Accordingly, different tuning were tested and compared to each other for the best
achievable design.

Augmented Mode Flight Tests The first step of the testing is the so called stability augmented flights,
where three inner-loops are engaged (i.e. lateral, longitudinal and yaw) and the pilot directly controls
the pitch and roll behaviour of the aircraft, instead of the control surfaces.

In Flight Test 11 (FT11) three different lateral inner loop controllers were tested:

e The gains of AP1.1. were tuned down, for a slower response, in order to safely check the func-
tionalities.

e AP1.2. gains are higher than AP1.1. and provides a more aggressive (hence less robust) tracking
performance.

e AP1.3. uses a different Look-Up-Table mapping of the baseline control signals onto the surface
deflections.

The three controller is compared in Figure 98, where the roll angle tracking and the corresponding
aileron deflections are shown for each configuration. Based on the flights the pilot and the flight test
crew have agreed that the behaviour of AP1.3 was acceptable, therefore this version was used in the
later flights.

The post-flight numerical analysis supported the findings of the flight test crew, as AP1.2. and AP1.3.
provided almost the same bank angle performance with Root Mean Square (RMS) error of 4.15 and 5.6
degrees, respectively, while AP1.1.’s error was approximately 7.3 degrees.

Due to the negligible cross-coupling between the lateral and longitudinal axes, the inner and outer-loop
control law for the longitudinal motion could be tested independently. That being said, AP2 of FT11
consisted the pitch attitude inner loop and the engagement of the altitude hold outer loop. The altitude
hold feature was tested for the first time, where the aim of the control was to hold the GPS altitude
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registered at the moment of the baseline autopilot’s engagement. The corresponding flight data is
given in Figure 99.

As it can be depicted the altitude hold function was working properly, holding the constant altitude
with an RMS value of 6.6 meters, due to the various gust disturbances. The performance of the pitch
attitude control was very promising as well, with mean-error value of —0.016 degrees. Note that the
blue reference signal of the # tracking plot in Figure 99 is provided by the outer-loop controller in order
to maintain the desired altitude. The lower subfigure also shows the computed elevator deflections of
the aircraft, where no saturation was observed.

However, the flight test also pointed out that the outer loop’s bumpless transfer mechanism was not
properly implemented. When the pilot engaged AP2, the aircraft nosed down slightly, resulting in a
sharp transient as seen in Figure 99. This feature has been corrected.

The third function of the baseline controller, which was tested in Flight Test 11 was the sideslip loop. This
loop was engaged during the testing of AP1.1, AP1.2, AP1.3 and AP2 as well: Figure 100 shows the
recorded data. The goal of the controller is to maintain 0 sideslip angle, which is clearly achieved: the
mean error of 5 was approximately 0.07 degrees when the baseline controller was turned on, compared
to the 1.8 degree of uncontrolled value.

Altitude Tracking and Autothrottle Tests The goal of Flight Test 12 was to check further functional-
ities of the baseline control structure. First, the reference tracking properties of the altitude hold control
loop was tested. During this test, the reference altitude was changed by 425 meters, instead of the
constant value applied in FT11. Figure 337 shows the tracking performance, where an approximate 10
seconds of settling time was observed with a permanent error of =~ 3 meters. This latter result implies
a further fine tuning of the integral part of the longitudinal outer loop. Besides this phenomena, the
altitude loop can be considered functional.

Testing of the autothrottle loop involved three different control laws:

e A 2-degrees-of-freedom PID controller with low gains was tested first in order to first check the
basic response of the control structure. This version is considered as a robust solution.

e A 2-degrees-of-freedom PID controller with higher gains is labelled as performance solution,
where the response is more aggressive.

e Lastly a Total Energy Control solution was also implemented, where the altitude hold and the
speed control are coupled together.

Figure 102 compares the control performance of the three controllers. The results are matching the
model based expectations clearly: the 'robust’ solution provided a slow tracking response for the com-
manded 47 step change in the airspeed, compared to the 'performance’ version of the same control
structure. Based on the post-flight numerical analysis, the TECS solution performed the best: the mean
speed error was —0.5577 only, smaller than the robust (—1.57) and the performance (—17) errors.

However, the flight tests revealed a few shortcomings of the autothrottle loop:
e The saturation limits of the 2-DOF-PID solutions were implemented wrongly, hence these con-

trollers could not use the entire RPM range of the engine. The problem has been fixed and further
flight tests will be performed in order to evaluate these controllers.

e The engine was spooling down when the autothrottle loop was engaged (see the drops of ECU
RPM values in Figure 102. The cause of this phenomena is again the bumpless transfer mech-
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anism. In the new version of the autothrottle controller, an integrator tracking solution is imple-
mented in order to avoid sudden drops in the RPM.

e The control action of the autothrottle (for each configurations) showed large variation in the RPM
values. Figure 103 illustrates the problem. It can be clearly seen that the requested and the
commanded RPM values are moving with a different phase, this indicates that the estimated
delay for the engine dynamics differs from the actual value. To overcome this problem an updated
engine model is needed and accordingly the re-design of the autothrottle loop.

Based on the experiences of the pilot and the flight test crew, the ’performance’ controller has been
selected for future future flight tests on the site.

Course Angle Flight Test Flight Test 14 was dedicated to test the course angle hold and tracking
capabilities of the baseline controller. This has been performed in two consecutive steps.

First, the course angle loop was tested through a reference step change, and a coordinated turn ma-
neuver. Figure 342 shows the inner and outer loop performance of the lateral loops. As it can be
seen, first the heading reference angle x was changed in a step-like fashion, which was tracked by
the controller properly. After this successful test, a coordinated turn maneuver was performed, where
the course angle was changed incrementally to fly a complete circle with the T-Flex aircraft. It can be
depicted in Figure 342 that the inner loop’s tracking performance is excellent, while the outer loop fol-
lows the reference signal with a slight delay. Figure 105 shows the trajectory of the aircraft during the
maneuver.

Upon the successful testing of the course angle loop, the navigation logic was tested. The goal was
to fly the complete horserace pattern in a fully automated manner, i.e. all baseline loops engaged.
Figure 343 shows the flight trajectory in North-East coordinate system, where one can clearly observe
that the entire functionality of the baseline works smoothly and is able to fly the desired pattern fully
autonomously.

Preparation for Flutter tests As the baseline functionalities have been tested with acceptable control
performances, further a flight test was performed in order to facilitate future flight tests for flutter control.
The objective of the test was to gradually increase the speed of the aircraft and see the behaviour of
the baseline controller. This test is useful in the preparation of the flutter flight tests, where the speed
will be increased in the straight legs of the horserace pattern. In addition, these tests are also validating
the range of the baseline controller. As mentioned previously, the gains of the controller are scheduled
with the indicated airspeed, hence expanding the speed range expands also the domain of the baseline
controller.

In order to keep the aircraft within the view sight of the pilot, full circles have been flown with increasing
speed. figures/D106 107-109. Figure 107 shows the lateral inner-outer loop performances during the
flight, where similar performance has been observed as in the previous flight tests. The corresponding
trajectory of the aircarft is shown in Figure 108 with the multiple full circles. Lastly, Figure 109 shows
the speed profile during the flight. It can be seen that the autothrottle was able to track the increasing
speed reference until 5077, but the control performance was diminished above this speed. This is due
to the previously noticed incorrect saturation limit on the RPM values. Nevertheless, it is also worth to
mention that the tracking performance below 507 was better than in earlier flight tests, this is due to the
design process of the autothrottle, which was tuned through non-linear optimization and with all other
baseline loops engaged.
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Validation of data driven wingshape estimation by analytic models One of the main goals of the
FLIPASED project is to develop drag reduction control laws for aircraft with highly flexible wings. The
main motivation of this chapter is to present two different approaches, one relying on purely theoretical
models, the other using experimental data utilizing machine learning tools, to estimate the flexible
dynamics of the T-Flex demonstrator which can be then used for the design of a wing shape controller
for drag reduction purposes.

The most straightforward solution for designing a state predictor is the Kalman filter ([59]) for linear
systems and the extended Kalman filter (EKF) in the case of nonlinear systems, which is widely used
for inertial estimation of wing shape ([64]). However, it has two main drawbacks. First, it requires
the exact mathematical state-space description of the nonlinear system, which might not be available
or simply its use is computationally too expensive. The second drawback is that the EKF requires
knowledge of noises and disturbances related to observations and states. To solve the first issue, the
approximation of the full, nonlinear system with a Linear Parameter Varying (LPV) model ([106]) can be
considered, as it can significantly ease the computational burden, while being suitable for use with an
EKF ([96]). However, noise information is still required.

Data-driven approaches have the great advantage that they can be used for inertial odometry ([23])
and inertial aided navigation ([124]) problems without needing any specific information about model or
observation uncertainties. To utilize this advantage the new KalmanNet architecture was created by
[90], which is based on Kalman filtering, but it uses a Recurrent Neural Network (RNN) to estimate the
Kalman gain. As a result, it does not need any information about the noises and model uncertainties
present. The standard KalmanNet architecture uses linear layers and a Gated Recurrent Unit (GRU) to
be able to establish correlations between data samples in time. The main novelty of this research are
the followings. First, we apply the KalmanNet architecture to a complex LPV model of a real-life system
with high dimensionality. This required a new loss calculation to ensure the stability of the whole state
predictor, the slight modification of the layer dimensions in order to decrease computational burden and
the implementation of a hyperparameter optimizing algorithm as well. Second, we propose a different
neural network architecture for the KalmanNet which uses 1D convoultional layers alongside the GRU
layer, since 1D convolution can be effectively used for processing timeseries data ([98]).

This chapter presents the LPV-based EKF and the KalmanNet for predicting the modal coordinates and
aerodynamic lag states of the nonlinear model of an Unmanned Aerial Vehicle (UAV) T-Flex, which was
created within the FLEXOP project for demonstrator purposes. ([119]) The training of the neural network
was done in Python with PyTorch, while testing was carried out with MATLAB, Simulink simulations.
The chapter is organized as follows. In Section 2.1.3, the dynamic model of the FLEXOP demonstrator
is presented. Section 2.1.3. introduces the reduced, LPV model of the original nonlinear system,
and explains the idea of the LPV-based EKF. In Section 2.1.3. the KalmanNet's basic structure is
summarized with the two different neural network architecture: a linear one and a convolutional one
both utilizing a GRU cell. Section 2.1.3 presents the results of the modal coordinate and lag state
estimations. The accuracy of the LPV-based EKF and the KalmanNet is compared. Conclusions are
drawn in Section 2.1.3.

T-FLEX demonstrator dynamic model The chosen system for our research is the nonlinear, state
space representation of the FLEXOP demonstrator aircraft. The model consists of the following main
parts: states that are responsible for the description of the rigid body dynamics; states related to flexible
dynamics and aerodynamics, and finally, states that represent the control surface inputs and their first
derivatives. The state vector is denoted as x € 8. The rigid body motion is represented with a 6-DOF
model with 12 states: states of translational and angular velocities, position, and orientation.

The states which describe the flexible dynamics are the modal coordinates and their first derivatives.
Due to the reduced order modelling only the six most significant modal coordinates and two aerody-
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namic lag states were considered. This is denoted as xg,, C x and x,, € %**. The main objective of this
research is the estimation of xq., = [Ur1, Ura, Urs, Ura, Urs, Urs, Ur1, Usa, Urs, Usa, Urs, Ure, lagy, lag,] .
Further details of the modeling and model order reduction are given in [119], [108] and [71].

The elements of the input vector, u € N9, of the T-Flex aircraft model are (Figure 110): two landing
gears (GearR/L), two landing gear wheelbrakes (WheelbrakeR/L), two airbrakes located on the aircraft’s
fuselage (AirbrakeR/L) and one turbofan engine (Throttle). The demonstrator has 12 control surfaces:
four-four ailerons (AileronR/L) on each wing and on the V-tail two-two ‘ruddervators’ (TailR/L). From
the inputs, the landing gear-related ones are insignificant in our research since the estimation of the
structural dynamics is only conducted during airborne operations.

The output vector, y € R, of the demonstrator model is made up from the following elements. It
has 23 rigid body related outputs, which provide information about the aircraft’s position (xg, ye, zg),
orientation (¢, 6, v), translational (vn, ve, vp) and angular velocity (p, g, r), and acceleration (ays,
ays, a;g). Furthermore, the course angle (x), angle of attack («), sideslip angle (5), air (p,) and total
pressure (pt), barometric altitude (hparo), indicated (vias) and the true airspeeds (vras) are measured
as well. Each wing of the demonstrator has six-six inertial measurement units (IMUs). An IMU provides
acceleration and angular velocity data around the x-, y- and z-axis of its coordinate system. We opted
for such an IMU configuration, where the IMUs on the leading-edge measure accelerations in the x, y,
and z directions, while the IMUs on the trailing-edge provide angular velocity data around the x- and y-
axis, and acceleration data in the z direction. The exact location of the IMUs can be seen in Figure 110
as well. In addition, the wingtip coordinates can be measured with a mono camera for preventing
acceleration-based estimation errors from diverging in time ([64]). On each wing, the coordinates of
four wingtip points are measured in each direction.

Model based estimation of flexible dynamics

LPV model The linear parameter varying (LPV) model is an approximation to describe the behaviour
of a nonlinear system ([106]). It is essentially a pointwise linearization of a state-space system: the
nonlinear system is linearized at different trim points that are defined by - the so called — scheduling
parameters. The scheduling parameters create a multidimensional grid, and a linear, state-space model
is assigned to every grid point. The state-space description of a discrete time LPV system is described
by

x[k] = A(pl[k])x[k — 1] + B(p[k])ulk],

y[k] = C(plk])x[k] + D(pl[k])ulk],
where pl[k] is the time varying vector of the scheduling parameters in time step k. A € R*%*%, B ¢
RA8X19C c RNO4¥64 gand D € RN%**19 are the state space matrices of the LPV system that are dependent

of the current p[k] vector. x[k] denotes the state vector, u[k] the system’s input vector, while y[k] is the
system’s output vector in time step k.

(14)

In our work, we created an LPV approximation of the nonlinear bottom-up model of the T-Flex demon-
strator aircraft with two scheduling parameters, p € R?: the true airspeed (vras) and the roll angle (¢)
sensor outputs. The grid for the LPV model consisted of airspeed values from 30m/s to 50m/s with a
1m/s resolution while the roll angles from 0° to 40° with 10° resolution. Then the nonlinear model was
trimmed at each grid point. The resulting LPV model structure was then further refined to 0.1m/s and
1° resolution with the spline interpolation method of the LPVTools MATLAB toolbox ([4]).

LPV-based Kalman filtering For the model-based wing-shape estimation, an extended Kalman filter
(EKF) was used. The EKF pipeline requires the full, nonlinear state-space description of the system

101



FITPASED

as well as information about the model noise and observation noise in the form of noise covariance
matrices. The nonlinear system’s state-space representation with time discretization in time step k:

x[K] = f(x[k — 1], u[K]) + wk]

(15)
y[k] = h(x[k], ulk]) + v[K].
The nonlinear function f(.) is called state-transition function, while h(.) is called state-observation func-
tion. The wlk] € R*® and v[k] € R vectors are the model noise and observation noise vectors
respectively. However, the explicit mathematical description — the nonlinear state-transition and state-
observation functions — of the T-Flex demonstrator was not available to us, therefore a unique approach
was necessary for the design of the EKF.

The general framework of the EKF consists of two main steps: prediction and update. In these steps,
pointwise linearization is used to approximate the behaviour of the nonlinear system. More precisely
the Jacobians of the nonlinear state-transition and state-observation functions are calculated to get the
linear, state-space matrices A[k], B[k], C[k] and D[k] at each time step. In the prediction step the prior
state estimation is calculated using the inputs of the current time step and the estimations from the
previous time step with

Rlklk — 1] = £([k — 1|k — 1], u[K]). (16)
The prior state estimation covariance P € R**48 is
Plk|k — 1] = A[k]P[k — 1|k — 1]JA[K]" + Q. (17)
In the update step, first, the innovation
Y[kl = ylk] — h(x[k|k — 1], u[K]) (18)
is calculated. then the near-optimal Kalman gain, Kg € 3%4x48
Kslk] = Plk|k — 1]C[K]T (C[K]P[k|k — 1]C[K]" + R)~™. (19)
With the help of the Kalman gain, the posterior state vector
R[k|k] = L[k|k — 1] + Kg[k]y[k], (20)
and state prediction covariance
Plk|k] = (I = Ke[k]C[K]) Plk|k — 1] (21)

is computed. In the equations, the @ € R*** and R ¢ R4*54 matrices are the model and the
observation noise covariance matrices respectively.

To obtain an appropriate pointwise linearization we used our LPV model. During simulation, the true
airspeed and roll angle is measured at each time step which then can be used to select an approximat-
ing linear system from the LPV model. The selected model’'s state-space matrices are fed to the EKF
as the current A[k], B[k], C[k] and D[k] matrices. Then the EKF conducts the prediction and update
steps. For acquiring the model noise matrix both the nonlinear and the LPV models were simulated with
doublet inputs on the control surfaces and then the measured outputs and states were compared, and
variances of the differences calculated. For the observation covariance matrix, the T-Flex’s onboard
sensors’ noise variances were used. These were specified based on the sensors’ datasheets. Note
that we used the assumption that both noises have 0 mean, normal distributions, and the noise vectors
at each time step are mutually independent.
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Data-driven estimation of flexible dynamics

KalmanNet architecture The other approach for estimating the flexible dynamics of the demonstrator
is to use artificial intelligence, more precisely a neural network. Our choice was to use the relatively
new KalmanNet architecture ([90]). KalmanNet combines Kalman filtering with a neural network as it
still uses the current inputs and observations for giving state estimations, however, the near optimal
Kalman gain is provided by a trained recurrent neural network (RNN). The main advantage of this is
that KalmanNet does not require either the model (Q) or the observation noise covariance matrices (R)
and it can effectively overcome any uncertainties or errors in the model of the dynamic system while
retaining engineering insight about the physical system.

The KalmanNet pipeline is the following. It still consists of a prediction and an update step just like a
Kalman filter. In the prediction step however only the prior state prediction (16) is calculated, the state
prediction covariance (P) is not. In the update step, first the innovation difference (Ay[k] € %°*) and the
forward update difference (Ax[k] € R*®) are computed:

Ay[k] = y[k] — y[k|k — 1] (22)
ASIK] = £k~ 1|k — 1] - 2[k — 1]k - 2] (23)

These act as the input features for the recurrent neural network. Furthermore, the roll angle (¢) schedul-
ing parameter was also used as an input feature in order to make the handling of turning manoeuvres
easier. The RNN then provides the Kalman gain in each time step. With the Kalman gain and using the
innovation, the a posteriori state prediction vector is calculated as in (18) and (20) respectively. As it
can be seen, neither the state estimation covariance matrix (P) nor the noise covariance matrices are
required: the whole pipeline works without any information about the model or observation noises.

The standard Kalman gain predicting neural network presented in [90] uses a Gated Recurrent Unit
(GRU) as the recurrent layer and linear layers with Rectified Linear Units (ReLU) as activation function.
The architecture is the following: it has a linear layer as the input layer with ReLU activation followed by
the GRU. After the GRU layer, there is another linear layer with ReLU activation, then the linear, output
layer. We slightly decreased the dimensions of each layer compared to the proposed architecture. The
reason behind this modification was mainly memory consumption related. Since our aircraft model
has a relatively high number of states (48) and outputs (64) using the original layer dimensions, we
frequently ran out of GPU memory, while training with CPU was extremely slow.

Apart from the original linear architecture, we implemented a different neural network loosely based
on the one presented in [124]. The network architecture still uses a GRU cell, however instead of
linear layers it uses 3 convolutional blocks at the beginning. A convolutional block consists of a 1D
convolutional layer followed by a ReLU activation function. After the ReLU a Batch Normalization layer
is used which is followed by a Dropout layer with 0.25 dropout probability. A fully connected layer is
only kept at the end of the network for providing the Kalman gain matrix. The kernel size for each 1D
convolution layer is seven. As the 1D convolutional layer requires a trajectory, or time-window of input
features, simply using the previously mentioned forward update difference (Ay|[k]), innovation difference
(Ax[k]) and roll angle (¢) input features of the current timestep is not adequate. Therefore, we used
the input features of the current timesteps and the input features form the previous 19 timesteps in the
time-window buffer.

The full KalmanNet pipeline with the convolutional neural network is presented in Figure 198. The
number of features is shown below the convolutional blocks, the pool size below the max pooling layer.
The number of units is indicated underneath the GRU and the linear layer. The dropout rate is shown
below the dropout layer.
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Training data Training, validation, and testing datasets were generated using the T-Flex’s high-fidelity
nonlinear Simulink model. In order to create a rich dataset, while having realistic flight conditions, an ‘8-
shaped’ track was generated using the baseline controller of the aircraft also implemented in Simulink.

To make each dataset different, randomized windgust and turbulence disturbances were used as well,
together with Gaussian sensor noise, based on the flight test results of the demonstrator [6]. The main
purpose of applying wind loads is having disturbances that cannot be incorporated into any covariance
matrix, and generating trajectories that are more realistic. Going through the generated track takes
the aircraft roughly 120s with the initial velocity of 42m/s, so the duration of the simulation was set
accordingly. The sampling time was set to 5ms, which results in a 24000-sample long trajectory for
each dataset. This was then split into 20, 1200-sample (6-second) long batches. For training, in each
epoch 8 batches were randomly selected from the total 20. However, validation, as well as testing, was
conducted on the whole 20-piece, 6-second-long trajectory in order to get meaningful information about
the architecture’s performance.

Training details For the two neural network architectures the training parameters were set with the
use of a custom made hyperparameter optimization algorithm based on RayTune. The hyperparameter
optimization had 20 runs, each lasting for 25 epochs. Otherwise, the hyperparameter optimization used
the same pipeline as normal training runs.

The optimizer algorithm was ADAM for both architectures. In order to avoid overfitting, weight decay
was used. The prediction accuracy was calculated with mean squared error (MSE) function. However
— although the linearized aircraft model is a stable system, the system’s poles are relatively close to the
unstable region. So, a stability criterion was added to the MSE loss function. It is possible to describe
the complex system of the aircraft model joined with the Kalman filter with an error system:

e[k +1] = (A= Ke C)elK], (24)

where K is the Kalman gain, e[k] € %8 is the state prediction difference at time step k. If the error
system’s state transition matrix (A — K¢ C) has any unstable poles, then the whole system is unstable.
Hence, the MSE loss was extended with the distance of the error system poles from the boundary of
stability if it is larger than 0, thus making the loss value larger if the computed Kalman gain results in an
unstable error system. This is especially useful for the convergence of the training.

The error metrics were defined in decibels for the sake of convenience during plotting because the
freshly initialized network tends to produce large errors. It is simply calculated with the following for-
mula:

lossyse = 10 log;o(losswise). (25)

Of course, the metric was solely used for evaluation and plotting. For optimizing the network weights,
the standard MSE loss value was used during backpropagation.

For initializing each layer’s weights, standard normal distribution was used. However, as the whole ar-
chitecture incorporates a discrete time system, it was very sensitive to the initial weight values. There-
fore, standard deviation of the normal distribution for the initialization had to be chosen to be very small
(5 - 10~%) for avoiding the otherwise highly diverging training process.

It is important to mention that the 1st architecture’s performance proved to be more stable than the
2nd which had the tendency to get stuck in local optima. So, to overcome this issue the reduction of
the learning rate during training was necessary in the case of the 2nd network. The threshold was set
at —42dB — according to the decibel-based error metric — and the reduction factor was 0.05. The new
learning rate was calculated as Ir"®" = factor - Ir°"®. The used hyperparameters for each neural network
architecture are presented in Table 12 .
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Table 12: Hyperparameters

Hyperparameter Linear | Convolutional
Learning rate 32-10°° 15-10~7
Weight decay 75-107° 95-107°

Results

LPV-based EKF The LPV-based EKF’s performance was evaluated on the test dataset generated for
the KalmanNet. This means that during the simulation, the aircraft followed the same 8-shaped track
with wind and turbulence disturbances independent from the training data. The initial conditions were
42m/s flight speed at 800m altitude, with 2° course angle. The whole simulation lasted for 120 seconds
which corresponds to 1 full lap around the track. The results of the EKF-based state predictions are
shown in Figure 112, where the data with the ‘nonlinear’ label show the states of the nonlinear model,
while the ‘EKF’ show the states estimated by the filter. Since the main purpose of the observer design is
to observe the flexible dynamics of the states, only the results for these states are presented. The first
4 modal coordinates are plotted where Us; is the 1st symmetric bending and Us, the 1st asymmetric
bending mode. Urs denotes the 1st symmetric torsion mode and Uy, is the 1st asymmetric torsion
mode. The 2 aerodynamic lag states are plotted as well.

From the results, it can be concluded that the designed filter accurately predicts the modal coordinates
and the aerodynamic lag states even in the presence of wind disturbances which’s effects cannot be
incorporated into the observation noise matrix. The predictions’ root mean squared error (RMSE) for
the plotted states is 7.62 - 10~*. Minor errors occur only during turning manoeuvres in state lag;. The
reason behind these is that the LPV model is still just an approximation of the real, nonlinear system.
However, these inaccuracies are inside the error tolerance for this problem.

KalmanNet For training, the generated 20 batches of 1200 sample long trajectories were used with
a sampling time of 5ms. The inputs for the KalmanNet architecture were the observations and control
surface and throttle inputs of the nonlinear model. The target for the network were the nonlinear model’s
states. During training, validation and testing the KalmanNet used the LPV model of the nonlinear
model. For evaluation the initial trim condition of 42m/s true airspeed was used at 800m altitude with
initial course angle of 2° just like in the case of the EKF.

Neural network with linear layers First, we tried the slightly modified original KalmanNet architecture
which uses linear layers with the GRU. The training lasted for 200 epochs. Using an Nvidia Tesla V100
GPU with 32GBs of RAM, the whole procedure took 23 hours. The summary of the training is presented
in Figure 113 (left). The previously discussed decibel-based metric was used for plotting.

The trained model was evaluated on the same dataset as the LPV-based EKF. The results for the first
4 modal coordinates and the 2 aerodynamic lag states can be seen in Figure 114. From the results, it
can be seen that the neural network managed to produce comparable results with the EKF in the case
of Ur1, Urs, Urs and lag,. In the prediction of Ur, and lag, however a larger error is present between
time step 8000 — 12000. As, in this interval, the aircraft conducts a heavier acceleration, it is possible
that the training data is not comprehensive and balanced enough to make the neural network capable
of learning such manoeuvre. The RMSE value of the predictions is 1.67 - 1073.
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Neural network with convolutional layers Second, we implemented the proposed network architec-
tures with convolutional layers. In this case, the training duration was 100 epochs. That took 15 hours to
complete using the V100 GPU. The 1D convolution expects a time series as an input, a 20-sample long
time window was used which equals to 0.1s trajectory. Unfortunately, we could not use a larger window
size, because we ran out of GPU memory (and training with CPU was not feasible, due to its extremely
slow execution speed). The training graph is shown in Figure 113 (right) with loss values in decibels.

Testing was done with the same dataset as in the previous approaches. The results for the first 4 modal
coordinates and the 2 aerodynamic lag states are presented in Figure 115. The results indicate the
following: the network manages to give similar predictions in the case of Ur;, Urs, Urs as the LPV-
based filter, but performs worse on Urs, lag; and even lag,. However, the prediction error of lag, in the
8000 — 12000 interval is smaller than in the case of the linear architecture. The RMSE in this case was
1.69 - 10~3 for the first four modal coordinates and the two lag states, which is somewhat bigger than
the linear architecture’s, but not significantly.

Data Driven vs. Model Based Estimation Conclusion To summarize, in this work we propose
a model-based and a data-driven approach to estimate the flexible dynamics of a UAV with large
wingspan and highly flexible wings. The model-based approach uses an LPV-based EKF while the
data-driven solution utilizes the KalmanNet architecture with 2 different neural network setups. We
showed that the EKF-based estimator is able to predict the flexible and aerodynamic lag states. The
neural network-based approach is also capable of estimating the above-mentioned states, however, in
the case of the Urs, lag; and lag, larger errors are present. Comparing the two neural network it can
be concluded that both provide relatively similar accuarcy. However, although the training of the linear
network proved to be more stable, it requires almost double the training time as the convolutional one.
It is important to mention, that the revision of the training datasets, and - generally - further research
and datasets are needed to aquire better and more accurate results. Our long-term goal is to test both
architectures in real-life flight data and then incorporate them in the T-Flex’s FCC for real-time, airborne
operations. With this, it will be possible to design a wing shape controller to minimize aerodynamic drag
during flights.

Standardization Recommendations The deliverable “D1.7 Standardization recommendations for
data and model databases and tools” summarizes the interfaces and data formats that have been
followed in the multidisciplinary design optimization (MDO) tasks within WP2 and WP4, that is, for the
demonstrator and scale-up workflow respectively. The interfaces have been established over the course
of the project enabling as automated of a dataflow as possible between the tools of different partners.

Three aspects influence the developed interface in the project - i) the use of CPACS as the aircraft
definition norm, ii) RCE as the execution environment, and iii) the tools being used and their required
inputs and outputs.

This document explains the currently existing interfaces for the two workflows. A brief introduction to
CPACS and RCE are presented in the first chapters. This is followed by a description of the individual
blocks incorporated in the workflow and the input and output data to each of the corresponding tools.
Lastly, a selection of results as an example from the demonstrator workflow is presented.

The deliverable has been jointly created by all partners with contributions from DLR, SZTAKI, TUM and
ONERA.

CPACS CPACS (Common Parametric Aircraft Configuration Schema) is an open standard for ex-
changing and sharing aircraft design data. It was developed by the German Aerospace Center (DLR) in
collaboration with industry partners and is maintained by the CPACS Initiative, a non-profit organization
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dedicated to promoting the use of CPACS.

CPACS defines a standardized format for describing the geometric, structural, aerodynamic, and sys-
tems properties of an aircraft. This includes information such as the wing and fuselage geometry,
materials used, engine performance, and control surfaces. By using a common format for this informa-
tion, designers, engineers, and researchers can more easily share and collaborate on aircraft design
projects.

One of the key benefits of CPACS is its flexibility. It can be used to describe a wide range of aircraft
configurations, from small drones to commercial airliners. Additionally, it can be customized to include
specific design parameters and properties, allowing it to be tailored to the needs of different projects
and organizations.

CPACS has been widely adopted in the aerospace industry, with major aircraft manufacturers, research
organizations, and universities using it for their design and analysis activities. It has also been inte-
grated into a number of commercial software tools, such as computer-aided design (CAD) software,
aerodynamic analysis software, and optimization tools.

The use of CPACS has several advantages. It allows for more efficient collaboration and communication
among designers, engineers, and researchers. It also enables faster design iteration and optimization,
as the data can be easily exchanged and analyzed. Additionally, it facilitates the development of auto-
mated design tools and workflows, which can lead to significant time and cost savings.

Initial CPACS dataset - Demonstrator workflow The CPACS dataset of the demonstrator workflow
includes the following information:

e the geometry information for the wing, fuselage, and V-tails
e the structure definitions for the wing and V-tails

o airfoil data

User-defined tool-specific information is stored in the toolspecific field of the CPACS dataset, allowing
customization without compromising the default data format and maintaining the flexibility of the dataset.
As an example, in the case of drag reduction, the software AVL or Athena Vortex Lattice is utilized, and
specific setups for AVL are defined within this field.

The design study fields in CPACS are utilized to facilitate the parameter study of the demonstrator work-
flow. In these fields, the parameters to be investigated are defined, providing documentation for each
run of the parameter study. This enables the analysis and exploration of various parameter configura-
tions within the workflow.

The CPACS dataset is generated using a Python script that leverages the TIXI library. The TIXI library,
developed by DLR, is specifically designed to support the handling of CPACS data. This library plays a
crucial role in facilitating the generation and manipulation of CPACS datasets within the Python script.
The figure 116 shows the generated CPACS dataset.

Initial CPACS dataset - Scale-up workflow Within the frame of FLIPASED, the need for a reference
model for the scale-up task in WP4 was recognized. This reference model would be used as the
baseline for the multi-disciplinary optimization (MDO) tasks in WP4. The DLR-D150 was chosen as the
reference configuration and its CPACS dataset was provided by DLR Institute of Aeroelasticity (DLR-
AE).
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The CPACS dataset includes the CPACS definition (CPACS Version 2.3) of the DLR-D150 configuration
(geometry, definition of the structure for the wing and tail, mass model data, material), adapted from its
status in the ILOADS project.

In the FLIPASED DLR-D150 CPACS dataset, composite materials have been used for the wing. The
CPACS dataset has also been adapted to be used as input file for the aeroelastic design process
cpacs-MONA [56] at DLR-AE.

An illustration of the aircraft outer geometry corresponding to this CPACS dataset using TiGL Viewer
2.1.3 is shown in Figure 117.

RCE RCE (Remote Component Environment) is an open-source software framework for building and
executing scientific workflows and applications. It was developed by the Helmholtz Center for Environ-
mental Research in Germany, and is now maintained by an international community of developers.

RCE provides a graphical user interface for designing and executing workflows, which are composed
of individual components that perform specific tasks. Components can be written in a variety of pro-
gramming languages, and can be executed locally or on remote systems. RCE also supports parallel
execution of components, which can improve performance and reduce processing times.

One of the key features of RCE is its ability to integrate with a wide range of scientific software and
tools. This includes software for data analysis, simulation, visualization, and more. RCE provides a
standardized interface for interacting with these tools, making it easier to incorporate them into scientific
workflows.

RCE also includes a number of features for managing data, including versioning, access control, and
replication. This makes it easier to collaborate on scientific projects, share data and workflows, and
maintain data integrity and consistency.

RCE is widely used in the scientific community for a variety of applications, including environmental
modeling, bioinformatics, and computational fluid dynamics. Its flexibility, scalability, and integration
capabilities make it a valuable tool for researchers and scientists who need to process large amounts
of data and perform complex analyses.

Models and interfaces in MDO demonstrator workflow The demonstrator workflow is established
to performed design studies on variants of the existing flutter wing. The studies aim at varying param-
eters such as the aspect ratio and wing sweep, while optimizing the demonstrability of active flutter
suppression (AFS) (the difference between closed loop and open loop flutter speeds). The workflow is
set up in the RCE environment with locally hosted tools at each partner. The data exchange between
the different tools which forms the basis of the model and data interfaces is described in this chapter.

A schematic of the entire workflow is shown in Figure 118.

Aircraft model generation The Aircraft Model Generation section of the demonstrator workflow con-
sists of several blocks and functions. The CATIA block updates the geometry and structure of the
demonstrator using the CPACS dataset. The Hypermesh block generates the finite element (FE) model
based on the updated CATIA model. The Aero model block generates the Doublet Lattice Method
(DLM) model for NASTRAN based on the geometry information from CPACS. To optimize the model
generation process, the FE model and DLM generation processes are parallelized. Finally, the two
models are merged together and passed on to the next section of the demonstrator workflow. Figure
119 illustrates the connection between the mentioned tools.
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Table 13: Tools, inputs and outputs in the aircraft model generation section

Tools Inputs Outputs
e Folder containing updated
CATIA update o CPACS dataset CATIA model

FE model generation

e CPACS dataset

e Folder containing updated
CATIA model

e Folder containing containing
bulk data files corresponding
to the structure of wing

Panel generation

o CPACS dataset

e Folder containing containing
bulk data files corresponding
to the DLM of wing

Directory merge

e Folder containing containing
bulk data files corresponding
to the structure of wing

e Folder containing containing
bulk data files corresponding
to the DLM of wing

e Folder containing containing
bulk data files corresponding
to the wing

In terms of the data-flow to each tool, the following Table 13 summarize the inputs and outputs to and

from each of the tools.
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NASTRAN aeroelastic model integration The NASTRAN aeroelastic model integration section of
the demonstrator workflow serves two purposes.

e To assemble the full aircraft aeroelastic model in NASTRAN and generate as outputs, system
matrices and other files required for assembling the MATLAB aeroservoelastic (ASE) model at
DLR-SR.

e To execute post-processing tools performing trim and flutter analyses and to pass these NAS-
TRAN decks to other partners.

In terms of the data-flow to each tool, the following Table 14 and Figures 120-121 summarize the inputs
and outputs to and from each of the tools.

Table 14: Tools, inputs and outputs in the NASTRAN aeroelastic model integration block

Tools Inputs Outputs

e Folder containing model data
- system matrices (stiffness,
mass), aerodynamic panel

* CPACS dataset model definition,  outputs

e Folder containing bulk data defining the condensation

files corresponding to wing grids (summarized in Figure
121)

NASTRAN aeroelastic
model integration

o CPACS dataset

o NASTRAN solution decks for
modal, aeroelastic trim and
flutter analyses

DLR-AE post-
processing

The ouputs from NASTRAN are contolled using appropriate DMAP alters and include both binary text
based data formats. In terms of the aerodynamic panel model, the panel definitions, control surface
definitions and the aggregated W2GJ correction due to camber and twist are included.

ASE model integration The ASE model integration section shown in Figure 122 has the following
tasks:

e assemble the data provided by the NASTRAN aeroelastic model integration to an ASE model.
The results of this intermediate step are also passed on to the flutter controller design.
o trim the created model at different flight conditions of interest and create linearized models.
e analyze based on the linearized models at what speed and frequency flutter becomes unstable
Table 15 summarizes how the connection of the ASE model integration part within the entire workflow
is established including information on what data is received and how it is processed and passed on.

As the tools of the ASE model integration part are all hosted in Matlab, the corresponding outputs and
results are saved as mat-files.
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Table 15: Tools, inputs and outputs in the ASE model integration block

Tools

Inputs

Outputs

Varloads model gener-
ation

e Folder containing model data
- system matrices (stiffness,
mass), aerodynamic panel
model definition,  outputs
defining the condensation
grids (summarized in Figure
121)

o CPACS dataset

e directory with ASE data set,
in a format it can be read by
the Matlab tools used by DLR
and SZTAKI, containing infor-
mation on the structural dy-
namics and aerodynamics, as
well as actuator, engine and
sensor dynamics

trim & linearize model

e directory with ASE data set,
in a format it can be read by
the Matlab tools used by DLR
and SZTAKI, containing infor-
mation on the structural dy-
namics and aerodynamics, as
well as actuator, engine and
sensor dynamics

e directory with trimming results
and corresponding linearized
models

flutter analysis

e directory with trimming results
and corresponding linearized
models

e directory with flutter analysis
results
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Table 16: Tools, inputs and outputs in the flutter control design block
Tools Inputs Outputs
e Folder containing LTI ASE | e Folder containing the reduced
Modeling model order LTI ASE model

e CPACS dataset

CPACS dataset

Flutter control design

e Folder containing the reduced
order LTI ASE model

o CPACS dataset

directory with the resulting
flutter suppression controller
given in LTI structure

CPACS dataset

Flutter controller anal-
ysis

e Folder containing the reduced
order LTI ASE model

e directory with the resulting
flutter suppression controller
given in LTI structure

e CPACS dataset

directory with flutter analysis
results

CPACS dataset

Flutter controller design The model order reduction and flutter control design blocks shown in Figure

123 have the following tasks:

e Determine if the linear time-invariant (LTl) ASE model delivered by the ASE model integration has

unstable flutter modes.

¢ Reduce the LTI model order for flutter suppression control design.

e Design the flutter suppression controller.

e Analyze the flutter controller.

Table 16 provides a summary of how the flutter suppression control design block is connected with the
previous blocks of the workflow, what data is received and how it is processed and passed on. The
baseline control design block is not used at this stage.
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Figure 53: Airbus XRF1 FEM model
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Figure 54: The aerodynamic and structural sizing design variables of the CRM MDO model [68]
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Figure 55: IGES-geometry of the D150-configuration
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Figure 56: Workflow and inter dependency of tasks within FLIPASED (blue: MDO toolchain, red: simulation based
testing and evaluation, green: physical testing)
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Figure 68: -1 aircraft 1n_wing_in-plane mode
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Figure 69: Span-wise displacement of wing under tip Figure 70: Span-wise torsion of wing under tip load (-1

load (-1 wing)
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Nr Mode GVT FEM deviation % updated FEM deviation updated %
0 2nwing bending-s 294 29 -1.15% 274 -5.91
1 3nwing bending-a 757 815 FF 7.66 1.13
2 wing torsion-s 1027 105 22 10.43 1.6
3 wing torsion-a  10.73  10.61 -1.15 10.53 -1.86
4  4nwing bending-s 1213 1211 -0.19 11.42 -5.83
B 2nwing inplane-s 1507 15.06 -0.05 14.32 -4 96

Figure 71: Comparison of eigen frequencies of the flexible modes: GVT vs FE model vs updated FE model of the
-1 aircraft (in - i nodes in the mode, s - symmetric, a - antisymmetric)
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Figure 72: Span-wise bending of wing under tip load (-1

wing RCE model)
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Nr Mode GVT RCE FEM deviation % updated RCE FEM deviation updated %
0 2nwing bending-s  2.94 381 20.63 289 -1.54
1 3nwing bending-a  7.57 10.05 32.82 78 289
2 wing torsion-s 1027 12.25 193 10.65 374
3 wing torsion-a  10.73 12.7 18.33 10.86 1.24
4  4nwing bending-s  12.13 17.38 433 13.25 925
5 Z2nwing inplane-s 1507 17.86 18.54 14.43 -4.27

Figure 73: Span-wise bending of wing under tip load (-1

Figure 74: Comparison of eigen frequencies of the flexible modes: GVT vs RCE FE model vs updated RCE FE
model of the -1 aircraft (in - i nodes in the mode, s - symmetric, a - antisymmetric)
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Figure 75: Comparison of pole trajectories of the ASE models: Legacy Flexop model vs RCE generated model of

the -1 aircraft
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(a) XFLRS. (b) OpenVSP.

(c) PAWAT. (d) FlightStream.

Figure 76: T-FLEX demonstrator modelled in different tools.
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Figure 77: Lift coefficient C; with respect to the angle of Figure 78: Lift coefficient C; with respect to the angle of
attack a. attack a.
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Figure 79: Spanwise normalized lift distribution for « = 2 deg. The local lift coefficients are normalized with respect
to the maximum local lift coefficient of the same tool.
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Figure 80: Inviscid drag coefficient Cp, with respect to Figure 81: Total drag coefficient Cp with respect to the
the angle of attack «. angle of attack a.
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Figure 82: Pitching coefficient C,, with respect to the angle of attack « .
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Figure 83: Overview of the model structure, updating algorithm and validation process [104]
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Figure 97: Structure of the baseline controller
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Figure 98: Comparison of different lateral inner loop controllers during Flight Test 11
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Figure 99: Flight test evaluation of the longitudinal control laws
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Figure 100: Sideslip loop performance during Flight Test 11
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Figure 102: Comparison of different autothrottle controllers during FT12

FLIPASED_D508_FinalReport_V01_y2023m06d30 131



SIIPASED

| | | |
. —Measured
~———Reference

B | | |
1307 1308 1309 1310 1311 1312 1313 1314
x10%

T T T T S—
10 —Actual
— 1 —Requested
= 8
B
=
O 6
|
4 | | |
1340 1350 1360 1370 1380 1390 1400
time [s]
Figure 103: Speed tracking and the corresponding RPM signal
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Figure 104: Course angle tracking performance during reference step change and coordinated turn
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Figure 106: Horserace flight pattern
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Figure 107: Course angle for full circle tests with increasing speed during FT16
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Figure 108: Full circle trajectories with increasing speed during FT16
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Figure 109: Increasing speed during FT16
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Figure 110: Demonstrator control surfaces and IMU locations
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Figure 114: KalmanNet results with linear architecture
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Figure 115: KalmanNet results with convolutional architecture
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Figure 116: CPACS dataset of demonstrator workflow
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Figure 117: Outer geometry of the FLIPASED DLR-D150 configuration generated from the CPACS dataset using

TiGL Viewer 2.1.3
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Figure 118: RCE tools in the NASTRAN aeroelastic model integration block
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Figure 119: RCE tools in the Aircraft model generation sec
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Figure 120: RCE tools in the NASTRAN aeroelastic model integration block
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Figure 121: Output files and format from NASTRAN aeroelastic model integration tool
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Figure 123: RCE workflow for the aeroelastic model reduction for flutter suppression control design
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Models and interfaces in scale-up D150 workflow In the scale-up task within WP4, the DLR-D150
is used as a reference model. In the present implementation, the data exchange between different
partners is executed outside of RCE. The workflow can be set up within RCE similar to the demonstrator
workflow in a next step.

The primary goal of the study is to observe trends with varying aspect ratio - aircraft weight, open-loop
loads, closed-loop loads with manoeuvre load alleviation (MLA) and gust load alleviation (GLA), aircraft
critical flutter speed (open-loop and with ASF), and fuel burn (open-loop and with active wing-shape
control for minimum induced drag). The study is meant to illustrate the performance benefits attainable
through different active controls technologies. The present chapter summarizes the data interfaces
between the different tools in this MDO task.

CPACS dataset preparation The initial CPACS dataset of D150 includes one inner flap, one outer
flap, and one aileron, which matches the control surface allocation of the A320. However, in order to fully
harness the potential of MLA, GLA, and wing shape control, the consortium has decided to increase the
number of control surfaces. The provided figure 125 displays the modified CPACS dataset, which now
consists of 2 inner flaps and 8 outer control surfaces. Depending on the design requirements, these
8 outer control surfaces can be grouped together as outer flaps or ailerons, providing the necessary
flexibility for MLA, GLA, and wing shape control.

Figure 124: D150 initial control surfaces Figure 125: D150 modified control surfaces

As depicted in the figure 124, the initial D150 CPACS dataset displayed the outer flap penetrating into
the kink area where the inner flap is located. This configuration was deemed unrealistic and intro-
duced additional modeling complexities. Therefore, it has been rectified to eliminate such penetration.
Furthermore, considering the current design stage, it was deemed unnecessary to have a separation
between the outer flap and aileron, as it complicated the modeling process. Hence, this separation will
be removed for the sake of simplification.

Aircraft loads analysis and design The in-house tool cpacs-MONA at DLR-AE is used for the struc-
tural design of the aircraft together with a comprehensive aircraft loads process. A description of the
cpacs-MONA process is presented in [56].

The input to cpacs-MONA is a CPACS dataset with the aircraft definition. This corresponds to the
dataset of the DLR-D150 shared with the consortium, with modifications made to reflect the changed
aspect ratio and number of control surfaces on the wing.

The output from the cpacs-MONA tool can be summarized as the following.

¢ Stiffness matrix corresponding to the condensed aircraft model (after structural optimization)
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e Mass cards corresponding to different mass and center of gravity (CG) configurations
e DLM aerodnymic model in NASTRAN

e Definition of loadcases considered and the down-selected loadcases used in the structural opti-
mization

ASE model integration During the ASE model integration two main steps happen:

1. NASTRAN decks are received from cpacs-MONA and the aeroelastic data is generated for a the
Simulink model representing a flexible aircraft

2. The Simulink model is trimmed and linearised for the load cases which are cpacs-MONA found to
be the most critical ones

The set of linearised models is important for the simulations performed during the loads analysis and
for the synthesis of the MLA and GLA control.

Loads Analysis A loads analysis is performed based on the linearised models which in a first step
provides the open-loop model behaviour for various gust encounters. At this point it can be validated
if the critical loads calculated match with the ones defined by cpacs-MONA. The activity of the primary
flight control, MLA and flutter controller are neglected. Fundamentally, however, all control law functions
affect the loads. As soon as a GLA controller is synthesised the loads analysis can be performed in
closed-loop. The worst case loads are then fed back to the structural sizing performed by cpacs-MONA.

The performance of the GLA and MLA control is judged based on the loads P., which the wing structure
experiences due to gust encounter. The bending moment P, nx is of special interest. The loads are
estimated with the force summation method (FSM)

Pe = Teg (P24~ PP, (26)
where the external and inertial loads are Pg"t and Pg‘er. With matrix T, the incremental loads of the

load monitoring points along the wing are summed up and transformed to the loads coordinate system
from the wing tip up to the considered load monitoring position [9, 50].

Various vertical 1-cosine gust profiles serve as gust inputs, which are defined by the gust zone velocity
and acceleration U, (t) and U, (t)

Ut s o Xz 2"-lt"_Xz
~t _ 2 _ <p<c It T2
U (t) = { > (1 cos <Ht (Usot xz)>) . if 0 < t < e

0, otherwise

Uerr . m . Xz 2H; + x,

: ALy Yoo e oot T Az ’ f S t S T

0. o(t) = { 2H, Usosin (Ht (Usot — x )) [ U U
0, otherwise.

The maximum gust intensity and gust half length are U, and H, [24]. With evolving time t the aircraft flies

through the gust from nose to aft. This is shown in Figure 144. The aerodynamic model of the aircraft is

separated in gust zones as indicated by the different colours of the aerodynamic panel model. All panels
belonging to the same gust zone are assumed to experience the same gust velocity observed at the
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H

Figure 126: 1-cosine gust and aircraft gust zones.

centre line defined at position x,. The gust zones are separated by the vertical dashed lines. Namely,
within a gust zone the gust velocity is constant. The air data boom at the nose is treated as a gust zone
by its own. Angle of attack o changes are recognised there first. For GLA control a feedforward path
can be used [100]. The gust zone approach is an approximation. It saves computation time as it groups
many aerodynamic panels. With ten gust zones the implementation was found to be quite accurate
[44]. The gust velocity difference of two neighbouring zones is a time delay dependent on the airspeed
U. As a transfer function a time delay can be defined by

G, q(s) = e =, (28)

where t, 4 is the time delay in seconds and s is the Laplace variable [44]. A second-order Padé approx-
imation of a time delay is
?2— b4 12
Coa(s) ™ 5515 (29)

It converts to a linear state-space system [34]. Thus, the inputs to the gust zones reduces to the inputs
U,z and U, , at the air data boom. The gusts then propagate over all gust zones.

For the MLA the loads analysis is straight forward. The aircraft needs to be trimmed for the considered
manoeuvre, while the load especially on the wing root is reduced. This can be done by shifting the
required lift more inboards. Outboard control surfaces tend to be deflected upwards while the inboard
ones are deflected downwards. Thus, the MLA control reduces to an optimised allocation of the control
surfaces. The loads of interest can then also be analysed with the FSM.

GLA controller design The GLA control is synthesized based on model predictive control (MPC).
Figure 127 depicts the general principle of MPC. With MPC a system is controlled so that it follows a
predefined trajectory. MPC predicts at the current time step k the output behaviour of a plant model
n, time steps into the future, where n, is the prediction horizon. It optimises the input signals for the
next n. time steps to achieve the desired trajectory. The change in input is considered constant for time
steps between k + n. and k + n, [8]. MPC then applies the first predicted control input increment. A
time step of At later, the optimisation is repeated [94].

For GLA the elevators and ailerons on both wings are used. In Figure 452 the control surfaces are
framed in magenta. Symmetric allocation of the control surfaces on the left and right side is performed
for the considered vertical gust encounters. The GLA controller processes the a, measurement at the
air data boom, the z-accelerations and x-rotational rates taken from the fuselage IMU and the most
inner and outer IMUs at the rear spar of each wing. The wing root bending moment (WRBM) P, nx is
estimated based on the given measurements.
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_past | future

—— past control input
—— predicted control input
—e— reference trajectory

1 —e— predicted output

measured output
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]
1 n.
< > Ip
k-1 k k+1 k+2 k+ nc k+ n,
Figure 127: MPC principle [94].
e

Figure 128: Reference flexible aircraft model defined by the structural grid (red), the aerodynamic panel model
(blue), the deployed control surfaces for GLA (magenta) and the sensor coordinate system locations and orienta-
tions (black).
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Flutter controller design The flutter suppression design block uses the inputs as described in the
previous section. The first step of the flutter control design tool is first to evaluate weather the open
loop model contains unstable flutter dynamics. If this condition holds, a flutter control needs to be
synthesized based on the LTI model of the open loop model. The LTI model of the aircraft is is obtained
via the ASE model integration block, which is then delivered to the flutter control design block in a
compressed format accompanied by the corresponding CPACS file. The input of the flutter controller
consists of the pitch rate (g), and angular rate measurement from the IMU sensors (g. and gr) placed
along the wing. The actuating signals are the deflection commands for the pair of outermost ailerons
The controller is designed for the reduced order model with structured H,, synthesis. The state-space
model of the resulting flutter suppression controller is the output of the block. The controller is saved in
the ToolSpecific section of CPACS under the name Flutter.

The analysis of the closed-loop is based on disk margin calculations. Complex scalar uncertainties are
injected into the channels involved in the feedback loops and the phase and gain combination at which
the closed-loop becomes unstable is computed in each channel, simultaneously. The results of the
flutter controller analysis block is the open loop flutter speed and the robust closed loop flutter speed.

Induced drag evaluation For the induced drag modelling, three different tools were developed and
tested. Their interfaces and utilized models are summarized below.

Trefftz plane implementation in NASTRAN The Treffz plane implementation is programmed within
the SOL200 solution in MSC.NASTRAN, making use of appropriate cards to extract lift responses and to
define the equations to compute the induced drag. The routine is coupled to an external Python script
to perform the drag optimization. Several random distributions of the control surfaces are generated
first, for each which the induced drag is calculated. The data points are used to construct a Kriging-
Regression model, on which the minimization problem is solved.

The input to this tool includes: aircraft condensed or full FE model, the aircraft aerodynamic DLM model
in NASTRAN, flight parameters for which the drag optimization is to be performed and deflection limits
for the control surfaces.

The output from the tool is an Excel table containing the induced drag, aircraft trim variables, control
surface deflections and span-wise lift values. This is at each of the control surface deflection combina-
tions - the ones used to construct the regression model and for the optimal deflections obtained from
the surrogate.

VLM-based near-field implementation A vortex lattice method (VLM) - based near-field implemen-
tation [49] was studied as a candidate tool in this exercise. The work presented in [49] extends the
classical VLM implementation in the loads environment VarLoads [37] in MATLAB to also include in-
duced drag by accounting for in-plane forces. The optimization of the control surface allocation is
performed in this case in MATLAB using the fmincon routine.

The inputs and outputs from the tool are similar to those in the NASTRAN-based tool described earlier
in Section 2.1.3.

PANUKL-based drag estimation tool PANUKL is a software package to compute the aerodynamic
characteristics of an aircraft using low order panel methods [30]. The PANUKL framework consists of
several programs, four of which are used in this investigation. The four programs, in logical order are
listed below.
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Mesh3: Generates the investigated geometry mesh.

Neigh: Calculates the connections of the generated panel mesh elements.

Panukl: Performs the aerodynamic calculations.

Press: Defines the important variables (lift force, pitching moment, etc.)

To achieve true trim flight conditions, the elastic deformation of the flexible structure needs to be taken
into account. In this case, surface spline theory is used, which enables the transformation of aero-
dynamic forces and moments to the structural model and structural deformation to the aerodynamic
model. The result is an iterative process with the undeformed aircraft geometry and structural proper-
ties as the input and the deformed geometry as the output.

The input to this tool includes: aircraft condensed FE model and the spine grid geometry data. The
outputs from the tool are similar to those in the NASTRAN-based tool described earlier in Section 2.1.3.

Aircraft mission evaluation The fuel requirements for different segments of a flight, such as taxi,
takeoff, climb, descent, approach, landing, and contingency, are assumed to be constant, including an
additional reserve of fuel. Therefore, only the cruise segment needs to be considered for evaluating
fuel consumption. To simplify the analysis, the cruise segment is divided into smaller parts with con-
sistent mass properties. Each step in the cruise segment requires a model of the D150 aircraft with
corresponding mass properties to be created in order to estimate fuel consumption.

The optimal altitude for the cruise segment is determined based on the aircraft’s polar, which cor-
responds to flying at the maximum lift-to-drag (L/D) ratio. This polar is derived from calculations of
induced drag, accounting for some assumed parasitic drag components. Additionally, controlling the
shape of the wings reduces drag even further.

The engine used for the aircraft is selected in advance and remains unchanged throughout the design
workflow. Therefore, the engine characteristics are known, including a typical specific fuel consumption
(SFC) value that can be assumed.

The primary criterion evaluated for the mission is the range achieved during the cruise segment. To
analyze this, different fuel states along a defueling vector in the CG diagram need to be prepared. For
each fuel state, the flexible aircraft is trimmed at a specified starting flight point. By considering the
required thrust and the SFC of the engine, the flight time to reach the next fuel state is calculated.
This flight time, along with the velocity, determines the range of the segment. At specific fuel states, a
step climb is initiated to adjust the altitude according to the current aircraft mass while maintaining the
optimal lift coefficient (C;). The sum of all the ranges between the different mass states represents the
objective function that needs to be maximized.

It is assumed that the use of AFS, GLA, MLA, and wingshape control can further enhance the range
capabilities of the aircraft.

The inputs to the aircraft mission evaluation block include the CPACS dataset, the estimated C; and
Cp at the different cruise segments, and the aircraft mass at the start and end of each cruise segment.
The output of the block is the calculated flight range for the given configuration.

Results from RCE workflow In this chapter, a selection of the results obtained from the demon-
strator workflow described in Chapter ?? is presented. The results are from the automated workflow
established within RCE.
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Design study with flutter mass and sweep angle variation The following section describes the
results of the demonstrator RCE workflow. In this workflow the flutter mass and the sweep angles were
varied as presented in Table 17. The final results of the workflow provide the open loop flutter speed
of the aircraft, the robust closed loop flutter speed of the aircraft and the possible increase in the flutter
speed with active control. The results are shown in Table 17.

Table 17: Demonstrator RCE results

Flutter mass [kg] Sweep an- | Open loop flutter | Closed loop robust | Gain in flutter
gle [deg] speed [m/s] flutter speed [m/s] | speed [%]

0.24 20 56 65 16.07

0 20 >70 >70 -

0.12 20 66 >70 -

0.36 20 50 59 18

0.24 0 53 63 18.87

0.24 10 53 62 16.98

0.24 15 53 63 18.87

0.24 25 58 62 6.9

0.24 30 61 66 8.2

It can be seen that the sweep angle above 20 degrees makes flutter suppression more difficult, as the
gain in the flutter speed increase drops significantly at these sweep angles. In addition, low flutter mass
increases the open loop flutter speed as expected. Since the modeling and the control design was
carried out between 40 and 70 m/s airspeed values, in some cases the flutter mode is not unstable for
the given speed range. Similarly, in some case the flutter mode is stabilized up to 70 m/s airspeed, but
this does not indicates the maximal achievable robust flutter speed.
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2.1.4 Deviations, their reason, impact on the project and corrective actions

The project is heavily impacted by the COVID related restrictions, what are even more striking in WP1,
since both the hands-on work on the demonstrator must be postponed several times and the supporting
teams of DLR and SZTAKI were only able to be on site at TUM for a very limited time.

On the other hand, this facilitated the need of online collaborative tools and methods. What has been
established on several fronts: the teams are using common software development repositories using the
SZTAKI hosted Gitlab site. The teams also collaborated more closely on developing tools compatible
with the CPACS/RCE framework, what can be integrated into the workflow remotely.

Task 1.1: Requirements Capture is mostly done, but on-site brainstorming sessions would highly facili-
tate the discussions. The team adopted a weekly webex session where dedicated sessions are devoted
to requirement capture.

Task 1.2 A/C Reference Model Definition — the team selected a suitable aircraft benchmark, the D150,
which is well known and understood by DLR and its limitations are set, to limit the scope of the con-
sortium. The deliverable related to this task (D1.5) was delivered late, but the actual work and decision
within the consortium was done on time, and this does not have impact on the critical path of the project.

Task 1.3 Collaborative Work Process Definition — based on the CPACS and RCE standards the work
process is defined but there is significant delay in the integration of these blocks, since many partners
are permanently at home office, where they cannot access the company’s main computer infrastructure.
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2.2 Explanation of the work carried out per WP - Work Package 2

2.2.1 Objectives and activities

Within Work Package 2, the driving objective is to address the feedback control functions construction.
The main objective of the WP is to develop a bundle of functions allowing to design the control functions
in an automated manner, in order to be included in the global Multi Disciplinary Optimisation (MDO)
process. Since all control design algorithms are model based, developing control oriented models
for each control design is one of the key tasks of the WP. This MDO being the central objective of
FLIPASED, the proposed process should fit this frame and should not involve that much external user
intervention. This is why a strong attention in constructing systematic approach is given. Finally, the
developed methods and tools need to be validated by ground and flight test data. This WP involves
three research groups, the DLR, ONERA and SZTAKI.

As a sub-objective, one seeks for the development and maturation of tools used for structural design,
aerodynamic design and aeroelastic design. The second sub-objective objective set concerns the
development and integration of tools such as control, detection and estimation synthesis into the MDO
toolchain. The third sub-task is to utilize wing shape control for minimization of induced drag, based
on which the new advanced FIIPASED wing is designed. The fourth sub-task is the development of
analytical redundancy methods for fault detection and isolation (FDI) for flexible aircraft. The fifth sub-
task is the validation of data science based methods for modelling and control of flexible aircraft.
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2.2.2 Starting point and approach
Overall control big picture

The MDO loop of the WP considers the constuction of dynamical models of the aircraft, sensors and
actuators. These models, together with objectives and performance specifications are the starting
point of the control design. Generally, aircraft manufacturers control design workflow follows what we
can call a frequency grid approach. This approach consists in designing different controllers, through
a frequency guideline. Each of them then address a single phenomena an aircraft is faced during
its operation. Within the overall MDO process philosophy, and in this WP, we aim at following this
very same approach. With reference to Figure 129, one may notice that different phenomena (flight,
loads...) usually occurs at different frequencies. These frequencies are dependent on the geometry
and structure of the aircraft, and in the considered case, one may expect even more blending in the
phenomena. Still the big picture remains. This sequential control structure will be kept in mind in the
WP2 flow to stick to industrial and practical expectations.

Loads (worst case) Flutter (margin)
N
Flight (tracking) ° N
L ) 1 L L ) L 4 1 ) L% HZ
I I 1 1 T I I I 1 I r
0 2 4 6 8 10 12 14 16 18

Figure 129: Frequency grid of the physical phenomena occurring over an aircraft. Ranges and values are different
from an aircraft / geometry to an other

All four, flight, maneuver, gust load and flutter controllers were considered and a preliminary control ar-
chitecture has been deployed. Without entering into much details, this is then presented in the following
section. Moreover, as an indistinguishable point, model approximation and analysis are also considered
in these tasks. In addition to the four controllers discussed above, a static scheduled aileron deflection
for drag minimization is also investigated in the project.

Connection between the MDO unicorn with FLEXOP

From the modelling point of view, the initial starting point was the geometrical, structural and aerody-
namic model of wing -1 which is the legacy of FLEXOP project.

In order to achieve a fully automated MDO toolchain, a parameterized geometrical model is the cor-
nerstone of the whole toolchain. All the down-streaming FE-Model and aerodynamic model would be
build upon it. Based on the available wing -1 Catia model, it would be parameterized with wing planform
parameters (sweep angle, span and taper ratio), structural layout parameters (spar position, jig twist)
and control surfaces design parameters (flap position). To have a better drag reduction effects with
control surfaces deflection, the number of flaps is increased. It will give more freedom for control law
designer. To add drag estimation functionality to the toolchain, a suitable aerodynamic solver needs to
be chosen and coupled with Nastran.

There are lot of different tools involved in the model generation process. To avoid the human intervention
in the MDO toolchain, interface between software needs to be defined specific and all the human
operation needs to be programmed or recorded in Macro. Besides, component model of aircraft would
be delivered separately by partners and would be assembled eventually. To automatize this process,
detailed interface definition was carried out among partners.

From the control design point of view, the starting point is from previous research projects, especially
FLEXOP. These methods and algorithms need to be adopted to the MDO toolchain, which requires a
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special attention. For example, the control oriented modeling involves some heuristic steps. These
steps need to remain robust for model variation due to the MDO optimization. A possible way for such
adaptation is the automatic evaluation of the accuracy of the resulting low order model and automatic
increase in the states for the low order model to maintain sufficient accuracy. In case of the control
design blocks, the control performance specifications need to be adopted to the MDO toolchain in a
way that they can be automatically relaxed in case no feasible controller can be found.
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2.2.3 Efforts and achieved results, name of involved partners
The description of the efforts and achieved results are presented in the following groups:

e MDO toolchain description;

Control oriented model development for the various control algorithms;

Automated control design algorithms;

Tool implementation and validation;

Wing shape control based drag optimization and design of the new advanced FLIPASED wing;

Analytical redundancy methods for FDI of flexible aircraft;

Validation of data science based methods for modelling and control of flexible aircraft.

Results and validation of the integrated design toolchain (DLR, TUM, SZTAKI, ONERA)

The objective of this section is to conduct a comprehensive comparison of results and findings obtained
from various sources. The primary purpose of this specific assessment is to instill confidence in the
developed tools and methods for the collaborative design toolchain. The data acquired from flight tests
will serve as a reference point for validating models related to structural dynamics, aerodynamics and
controls. To facilitate this validation process, analysis tools will be designed for test and simulation
results. For the structural dynamics tools will be available in Nastran which can be tuned based on
available ground testing data. For the aerodynamics the output of different tools will be compared with
flight test data gathered for the demonstrator aircraft. Furthermore, the results of the different meth-
ods available for flutter analysis will be cross-compared in order to gain confidence in the aeroelastic
modeling at different stages of the collaborative design toolchain.

This section provides an overview of the MDO toolchain and the tools utilized within it. Each block of
the toolchain is briefly introduced, along with an explanation of the interconnection between the MDO,
Hardware-in-the-Loop (HIL) test, and flight test toolchains. Finally, the results of a case study carried of
with the MDO toolchain is given.

Overall architecture and tools of MDO toolchain

The central component in this scenario is the MDO toolchain, which encompasses its own optimiza-
tion process and returns to the Common Parametric Aircraft Configuration Schema (CPACS) gener-
ation block after each iteration. The primary objective of the MDO toolchain is to demonstrate the
enhancements achieved through optimization, encompassing aircraft geometry, sizing, modeling, and
control design concurrently, in comparison to the reference aircraft. The overall architecture of the MDO
toolchain is illustrated in Figure 130.
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Figure 131: Distributed RCE workflow

The subsequent sections will provide a concise overview of the function blocks within the MDO toolchain
and the standard tools employed. For more detailed information, please refer to the previous deliver-
ables from the project, specifically D1.2, D1.4, D2.2, and D4.1.

Remote Component Environment

DLR’s Remote Component Environment (RCE) [10, 26] is an open-source software environment for
defining and executing workflows containing distributed simulation tools by integrating them into a peer-
to-peer network. The RCE framework is used as the backbone for the MDO toolchain implementation.
The following description has been taken from the related publication by the main developers, Boden
et al. [10, 26]. RCE is being developed primarily by DLR and has been used in various engineering
projects, including several aerospace projects dealing with MDO and multidisciplinary analysis (MDA).
RCE has several advantages that can help to achieve more reusable multidisciplinary processes. The
workflow is composed of built-in and user-defined components. Disciplinary tools are integrated as
standalone components, with defined inputs and outputs, and then distributed over the network. While
executing the workflow, data dependencies between the components are automatically detected, and
a component is executed as soon as all its input data is available. Thus, multiple components can run
at the same time. The components of a multidisciplinary process can also be executed in a distributed
manner, where the tools are located on different machines with possibly different operating systems.
Once configured, the peer-to-peer network is automatically established between the RCE instances
running on different machines, making components visible and executable even between instances that
are only connected indirectly. The distributed execution capability alleviates tool deployment issues,
Figure 131, including those related to the protection of intellectual property.

RCE supplies a graphical editor for creation of workflows, using the built-in components to control the
data flow. Some built-in components can be used to perform optimization tasks within the workflow,
including nested loops, using built-in or user integrated optimization algorithms. After integrating the
tools required for the execution of the workflow, the user may compose them into a workflow. To this
end, RCE offers a graphical editor allowing the user to construct a workflow by first dragging and
dropping the required components into the editor and subsequently connecting their respective inputs
and outputs. After constructing such a workflow, the user can execute it. The data model CPACS
has been introduced and developed at the German Aerospace Center (DLR) since 2005. CPACS
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Figure 132: Implemented RCE workflow

is implemented in XML. The data of the aircraft and the resulting controllers are stored and shared
between the blocks via CPACS.

The final implementation of the workflow can be seen in Figure 132. The figure also indicates the
responsible partners.

Control oriented modelling of the T-Flex demonstrator aircraft

The MDO toolchain includes several control design blocks. These block require a control oriented
model of the aircraft, which serves as the foundation for the control design. In the following, the key
aspects of the control oriented model development will be presented. The starting point of the aircraft
model is the reference Flexop model. This aircraft has the following main characteristics. The aircraft
has a wingspan of 7m and aspect ratio of 20. The aircraft has a 300N jet engine. The empennage is
configured as a V-tail and each wing has 4 control surfaces, [91]. The outer control surfaces are used
for flutter suppression, see Figure 133.

Figure 133: T-Flex aircraft control surface configuration
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The reference aircraft has two unstable aeroelastic modes. The first aeroelastic mode (symmetric) goes
unstable at 52 m/s and 50.2rad/s and the second (asymmetric) at 55 m/s and 45.8rad/s. In order to
have sufficient bandwidth, custom made actuators are designed for the aircraft. In addition to the GPS
and air data probe, the aircraft has inertial measurement units (IMUs) at the center of gravity and in the
wings as shown in Figure 134.

90% % 0% % 1] 0%
WL = T
P e
b= = Nk X &
= Y - ard :

-—E§‘.-' — =4 - '-.‘R.E-
gl — —
ol 1|

’||
{
11

Figure 134: T-Flex aircraft sensor configuration

It is assumed that in the MDO process, the flutter tuning mass, the sweep angle and the laminate
directions in the wing can change. This can lead to slightly different flutter modes, flexible behaviour
and aerodynamic parameters compared to the reference model. The automatic control oriented model
generation needs to account for and to capture these changes in a robust and automatic manner. In
the remainder of the section, the main aspects of the model generation are presented in this respect.

Dynamical high complexity model construction for baseline, MLA, GLA and flutter (TUM)

First, a high fidelity nonlinear model of the aircraft is constructed. From this high fidelity model the
control oriented models for the various control design applications can be derived. Catia model of
wing -1 is reconstructed with parametrized platform and structural layout. To increase the number
of flaps, three different configuration sets of flaps (4 flaps, 8 flaps and 16 flaps) were modelled in
Catia. The current CAD model is fully capable of handling the design parameters. The geometrical
modelling process is automated with the Catia macro language. Structure of wing -1 was modelled in
HyperMesh (Figure 135.). All the model generation operation was programmed with HyperMesh native
macro language TCL. Currently the geometrical and structural modelling tools are integrated in the
RCE framework and works automatically without human intervention.

Figure 135: Wing FEM generation

The aerodynamic modelling tool for aeroelastic analysis is developed with PyNastran. It is implemented
with a CPACS interface to ease the data input and has a default Nastran output. The tool is also
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integrated into RCE. H

The aerodynamic solver for drag estimation would be finally integrated into MDO toolchain, which make
a high request for the calculation speed (Figure 136).

Figure 136: Wing DLM generation

So several VLM-based aerodynamic tools are investigated for instance AVL, PyTornado and VSPAERO.
And CFD simulations are carried out with StarCCM+ and SU2 to provide the baseline for comparison.
Up to writing the final decision of aerodynamic solver is not made. The comparison of different aerody-
namic solver is still in progress. This model serves as a baseline for what follows. The TUM workflow is
shown in Figure 137.

Figure 137: TUM workflow

Control oriented model construction for MLA (ONERA)

Considering the two main issues to automatise the AC system design process within the context of
Manoeuvre Load Alleviation (MLA) control system, we have tried to develop a simple and intelligible
process based on established methods and our knowledge from the practical constraints of the aero-
nautical industry. Alternative approaches are clearly possible. Besides, the focus has been placed
on robustness of the process more than the performance of the solution. The resulting control-law is
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therefore not expected to perform as well as a carefully hand-tuned one.

The retained architecture for the MLA module is schematised in figure 138. For sake of simplicity and
ease of interconnection in the MDO tool-chain, its inputs are reduced to the bare minimum:

¢ the initial large-scale aero-servo-elastic (ASE) model coming from the physical modelling of the
aircraft. Note that what /arge-scale means largely depends on the considered domain. For AC, a
few hundred of states is already considered as large-scale and prevents from exploiting modern
synthesis or analysis tools which can be numerically demanding. This seldom explains the need
for the reduction sub-module.

e The specifications for the MLA control-law are simply the target response time for the tracking
and the sought complexity of the controller. Filters and other tuning parameters specific to the
retained synthesis framework are kept internal to the module.

In output, the module returns

¢ the control-law K given by its state-space realisation,
e a performance indicator indicating whether the objective response time and dimension of the
control-law are achieved.

The module itself is functionally divided in three blocks:

e model reduction: reduce the number of state of the ASE model to a tractable number,

e control synthesis: find a stabilising and structured control-law to ensure tracking while minimising
the loads,

e analysis: determine whether the resulting control-law achieves the global tracking objective on
the large-scale model.

Model reduction

In order to reach the simplicity and robustness objective mentioned in the introduction, only well estab-
lished reduction frameworks have been considered [2, 3]. Those frameworks are generally restricted to
Linear Time Invariant (LTl) models and stand as follows:

Considering a stable large-scale LTI model H or dimension n, find a reduced-order model H, of
dimension r so that |H — H,|| is small in some sense.

This readily sketches some limitations:

e In practice, most methods assume that the reduction order r is given®. Yet it is not a very meaning-
ful decision parameter as different models may require very different complexity to be represented
accurately.

e Usual systems norms considered to evaluate the error (H,-norm or more rarely #H.,-norm) do not
necessarily translate easily some practical constraints such as: preserving static gain, preserve
equally all channels, etc. Part of these issues can be address by proper filtering which add more
tuning parameters.

3To mitigate this assertion:(i) Balanced Truncation (BT) and Loewner Framework (LF) require rather a tolerance on some
singular values which translates into an order and (i) with the Optimal Hankel Truncation, the given order is a maximum value,
which is already better. Unfortunately, the method has not proven very efficient in practice
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e The initial model is generally assumed to be stable, and most method also needs it to be well-
conditioned. This may not be the case and several spurious low frequency poles are common
with ASE models.

¢ As the open-loop error is considered, a low error does not necessarily translate in similar closed-
loop behaviour with some controller K.

First point is addressed by a dedicated order selection approach, the second point by implementing a
framework that has proven suitable for past aeronautical applications and the third point is dealt with
a pre-treatment process. The last point can be dealt with using robust control techniques (see e.g.
[126]) yet this generally induces some conservatism and is not exploited here. Instead, an a posteriori
validation of the law on the large-scale model is preferred and usually performed.

Two reduction techniques have been considered in the module: the Balanced Truncation (BT) and the
Loewner Framework (LF). These methods are thoroughly described in the literature (see e.g. [2] and
[3]) and only the basic ideas are recalled:

e BT consists in truncating the state-space representation in the balanced basis so that only the
most observable and controllable states are kept. In addition to preserve the stability of the large-
scale model, the H, approximation error is bounded by twice the sum of the discarded singular
values o; of H, i.e.

ew(r):HH_HrHooSzzai:EOO(r)- (30)

r+1

e From a set of SISO* frequency-domain data, the LF enables to build a m-th order descriptor
model G, that interpolates the initial data. Provided that there is enough data and under some
rank assumptions involving the Loewner matrix I. and shifted Loewner matrix L, the realisation
can be projected to an order k < m without affecting the interpolation. The resulting model G is
minimal with a McMillan degree given by rank(LL). In practice, this rank is computed numerically
and thus involves some tolerance.

Both frameworks are thus quite different but the next sections show how they complement each other
to form the main elements of the MLA module.

Pre-processing of the model

In addition to their dimension, three issues are generally encountered with ASE models: instability,
presence of delays and difference in magnitude of the inputs and outputs. Each point is described
below with an adequate counter-measure.

Instability: ASE models may embed low frequency poles which are either marginally stable or un-
stable. These either correspond to rigid-body dynamics of to numerical artifacts. For the MLA case
and following the cascaded control architecture, true unstable dynamics should be taken care by other
control modules and they should thus not be modified by the MLA. Therefore, the ASE model for the
MLA synthesis should be expected to be stable. Unstable components should thus be discarded.

Stable/unstable decomposition of finite dimensional LTI models is available in Matlab. It is performed
prior to the embedding of delays into the ASE model.

4In the MIMO case, the interpolation is fulfilled along some prescribed tangential directions.
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Delays: Due to the modelling of the aerodynamic forces on the fuselage or due to the embedding of
other control systems loops, input ASE models can contain input/output or internal delays.

While time-delay systems have been widely studied in the literature, associated reduction or control
methods remain complex and difficult to implement in an automated manner. Therefore, a practical and
standard approach is used instead. It consists in approximating delays through rational functions to fall
back on a finite dimensional LTI system. In practice, this approximation step is usually handled through
Padé approximation which is available in Matlab. Here: (i) Padé is indeed used prior to the BT and (ii)
as the LF works with frequency-domain data, it is directly fed with the data embedding the delays.

Input-output magnitudes The inputs and outputs gather quantities which magnitudes are largely
different (e.g. speed, angle, etc.). In order to preserve equally well all the transfer of the model during
reduction, it is necessary to add input/output weighting matrices so that the norm of each channel is
comparable.

This is done in the MLA module by adding diagonal scaling matrices in input and in output of the
model. The weights are selected to normalise first the norm of each row (i.e. output) and then each
column (input) considering either the 2 or co norm. While it is not possible to normalise perfectly all the
channels through this process, it significantly decreases the discrepancies that can appear between
various channels during reduction thus achieving a better matching from a practical point of view.

Note that this normalisation process is also very useful for the synthesis process as it eases the selec-
tion of weighting functions.

Automatic order selection

The most straightforward approach comes from the BT technique which offers an interesting upper
bound on the approximation error through the Hankel Singular Values (HSV). Note that the LF directly
comes with an estimation of the adequate order to interpolate some given frequency-domain data.
Still, it sometimes requires further reduction and what follows can thus be exploited in combination. In
particular, the LF and the BT criterion are used jointly in the data-driven approach sketched below.

Dense delay-free case. Due to the bound (31), fast-decaying HSV is generally considered as a rele-
vant indicator to assess the potential for reducing some LTI model. Note that based on Proposition 8.3
of [2], the upper bound (30) can be completed by the following lower bound,

) =0r1 < exr). a1

The bounds (30) and (31) readily suggest a pessimistic or optimistic approach to select the adequate
approximation order. Indeed, considering some target relative error e:

o if the H-norm N, = ||H| of the large-scale model is available, one can seek for the order r

such that

re(r) = QOAC;(r) <e OF Téx(r)= aﬁi(r) <e. (32)

e if N, is not available due to the dimension of the model, then one can combines the bounds (30)
and (31) with
01 < [[Hlle < llo]l1, (33)

to obtain the following relation for the relative error re.,

re (r):gw(r) < <EOC7(") = . (34)

162



FITPASED

Obviously, (34) has an increased conservatism in comparison to (32) but it is simpler to compute
as it does not involve N..

To highlight the conservatism of these bounds, let us consider the following set M of test models from
COMPLieb [61]: LAH, CDP, DLR2, DLR3, ISS1, CM3 and CM4 (the model TL has been discarded, see
remark 1). They have been selected for their resonant nature, a characteristic that is often shared by
aeroelastic models. These models are reduced with BT for various orders ranging from 1 to min(n/2, 50)
and the relative error re., is computed together with the various bounds (32) and (34). The ratios of the
upper bound with the true relative error is reported in figure 139 and the ratio of the relative error with
the lower bound is reported in Figure 140.

One can see that the conservatism of the upper bound increases with the approximation order while the
lower bound has a more constant conservatism. As expected, using N, in (32) is more accurate (blue
dots) than using its bounds in (34) which increases even more the conservatism (red dots). Again, the
effect is more visible on the upper bound which is on average 8 times larger than the true error when
using N, and 15 times larger when it is not exploited. With the lower bounds, the mean values are 2
and 3, respectively.

Remark 1 (Numerical issues associated with the model TL). Despite its resonant nature, the model TL
has been discarded of the results as it led to various numerical issues. In particular, for approximation
orders larger than 35, both the upper bounds and lower bounds were invalid. For r = 35, the reduced-
order model is already extremely accurate. This illustrates that choosing an unnecessary large order r
can be counter-productive as it renders the reduction process numerically more sensitive.

This also shows that the bounds (32) and (34) should be considered with care in practice as they involve
quantities (the HSV) that may be numerically sensitive (see [2, chap. 7]).

Let us now consider the 393-th order MLA model from Flipased H which has been pre-processed.
The model is reduced for various orders ranging from 1 to 40 with BT and the approximation error is
computed together with the different bounds presented above. The results are reported on figure 141
and are coherent with the previous observations. In particular, avoiding N, increases the conservatism
and the lower bounds are closer than the upper bounds to the true error.

Suppose that a relative approximation error e = 5% is sought. This level of accuracy is reached with a
4-th order reduced model. This order is also suggested by both lower bounds while the upper bounds
Te., and Fe,, suggest 12 and 15, respectively.

All in all, these tests show that the HSV can provide meaningful information on the adequate approx-
imation order r to reach some prescribed level of accuracy. Optimistic or pessimistic estimations are
given through the upper/lower bounds (32) and (34). These bounds can be combined to derive a mixed
criterion, e.g.

(1 —a)re.(r) + ares(r), (35)

where o € [0, 1] is a tuning parameter to adjust the compromise of approximation order against the
requirement that the resulting order enables to reach a prescribed approximation error.

Still, this approach implies a significant numerical burden as the HSV are obtained at the cost of solving
two Lyapunov equations. The approach is thus only suited for dense models of moderate size. In
addition, it does not handle delays which must be dealt with separately by ad-hoc methods (e.g. with
Padé as above).

Data-driven case. A recent article [29] investigates the use of input-output data to approximate the
gramians for use in BT. More specifically, it is shown how the evaluation of the transfer function can
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Figure 141: Approximation errors and associated bounds for the MLA model of Flipased

be exploited to approximate the integral definition of the gramians. The approach is also linked with a
Loewner-based approach. In this context, various ideas stem for reduction purpose

e use the minimal model G, from the LF to compute the gramians as a surrogate for H to compute
the HSV and apply the approach detailed in the previous section. In the sequel, this is referred to
as Loewner-HSV. Note that only stable HSV are considered as the unstable part of the model to
be reduced needs to be kept anyway.

e Reason directly on the singular values of IL (or the pencil (L, L;)). While they are not the HSV
of the model, their decay embeds the information about the minimal order k of the interpolating
model (through the rank of the matrix) and can therefore also be relevant. In the sequel, this is
referred to as Loewner-SV.

The second point is considered in [29] in comparison to their approach. It is illustrated that the singular
values of the Loewner matrix follows the trend of the HSV but are not of the same magnitude. The first
point on the other hand, has not been evaluated by the authors of [29].

To compare Loewner-HSV with the approach developed in [29], let us consider one of the example
the authors give in section 3.4.1. It compares the HSV of the ISS1 model with their estimation. For
the data-driven approaches, the authors use a grid of 400 frequency points logarithmically spread from
10~! to 102. The resulting singular values are reported in Figure 142.

First, note that the Loewner-SV reach machine precision after i ~ 170. This gives the minimal order
k for the interpolant model G,. This is why there are less HSV with Loewner-HSV. The Loewner-SV
indicates that there is no additional information that can be extracted from this set of data. And globally,
the model G is extremely accurate as ||H — Ggl|~/||H||cc = 0.07%. This is not surprising considering
the number N = 400 of interpolation points in comparison to the dimension n = 270 of the model.
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Figure 142: Comparison of the true HSV of the ISS1 model with the Loewner-HSV and the Loewner-SV

In addition, we retrieve the results from [29] and we can observe the same scaling factor between the
true HSV (red circles) and the Loewner-SV (blue squares). On the other hands, the Loewner-HSV
(black dots) appear to be extremely accurate (up to k) and comparable to the ones obtained with the
dedicated method in [29].

lllustration of the reduction process

The reduction process is applied to the flipased ASE model with 426 states and 3 inputs, 4 outputs, 9
internal delays and 3 output delays. Its frequency response is displayed together with the ones of the
reduced-order models obtained with BT and LF process.

The corresponding models HZT and Hif have not the same dimension. This comes from the way
delays are handled and the tolerance on the selection of the approximation order which is based on
the HSV for the BT and on the Loewner-SV for the LF. Still, both models are representative of the main
dynamics of the initial model up to the prescribed frequency of interest (shaded area). Note that thanks
to the normalisation process, the lower singular values are still matched.

Dynamical high complexity model construction for GLA (DLR)

The gust input for the loads simulation is a discrete, vertical 1-cosine function. It is given by the gust
zone velocity

Ugust max ( < ™ >> .
——— = |1—-cos|—Uxt]) ], ift,1 <t<t,end
Uz,gust(t) = 2 ngst ' en

0, otherwise,

(36)

where Uyust,max depicts the maximum gust velocity, Hyust the gust half length [24] and U, the airspeed.
With passing time t the aircraft moves through the gust, as shown in Figure 144 for the demonstrator
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Figure 143: Reduction of the delayed MLA model with the BT and LF approaches
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Figure 144: 1-cosine gust and aircraft gust zones

aircraft. Attime t,; the gust is at the centre of a gust zone and leaves it at time t, ¢nq. The aerodynamic
panels (small blue quadrangles) within the same gust zone experience the same gust velocity, to save
computation time [44]. The difference in the gust zone velocity of two neighbouring gust zones is simply
a time delay, which has a transfer function of the form

Gz,de|ay(5) = e tz,de\aySv (37)

with t, 4elay being the time delay in seconds and s the Laplace variable [44]. Equation (37) is approxi-
mated by a second-order Padé filter

2 6 12
s t; delay tzz,de\ay

Gz delay(5) ~ 21 6 - (38)
tz,delay tzz,de\ay

in order to make it convertible to a state-space format [34].
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Figure 145: Demonstrator aircraft with IMUs (red) and control surfaces (green) for GLA control [66]
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Figure 146: ASE subsystem interconnection

The control surfaces chosen to react to the gust encounter are the most outer ailerons on both wings
and all elevator control surfaces, like for the demonstrator aircraft in Figure 145. The inputs to these
control surfaces are allocated by utilising the longitudinal symmetry of aircraft. This leads to two inputs
ua and ugje, ONE signal uy; connected to both ailerons and signal uee connected to the elevator control
surfaces.

Model development for baseline and flutter suppression control design (SZTAKI)

The controllers for the T-Flex demonstrator are designed based on a suitable model. Such model is
called the control oriented model and the reminder of this section will describe the main steps of the
automated control oriented model development.

Flexible aircraft are typically modelled using subsystems. The structural dynamics model, the aerody-
namics model and the flight mechanics model are combined to form the aeroservoelastic (ASE) model.
Such subsystem interconnection is depicted in Figure 146. These ASE models in general are of too
high order for control design, therefore, model order reduction is required. One approach applied for
the MDO process is the bottom-up modeling approach, [107, 70, 118].
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The key idea of the bottom-up modeling is the following. The subsystems of the ASE model in gen-
eral have simpler structure than the nonlinear ASE model. Therefore, the subsystems containing the
structural dynamics and aerodynamics model can be reduced by simpler, more tractable reduction tech-
niques. Combining these reduced order subsystems results in a low order nonlinear ASE model upon
which a nominal, low order, control oriented models can be obtained. The control oriented models are
based on the LPV framework, [95, 7]. The LPV framework can serve as a good approach to model ASE
systems for control design. The benefits of utilizing the LPV framework are the following; it can capture
the parameter varying dynamics of the aircraft and many of the linear time-invariant (LTI) control design
techniques have been extended to LPV systems. An LPV system is described by the state-space model
[117,95]

x(t) = A(p(t)) x(t) + B(p(t)) u(t) (39a)

y(t) = C(p(t)) x(t) + D(p(t)) u(t) (39b)
with the continuous matrix functions A: P — R™*™ B: P — R™*™ C: P — RW*™ D: P — RW*M,
the state x: R — R™, output y: R — R™ input u: R — R"™, and a time-varying scheduling signal
p: R — P, where P is a compact subset of RV. The system is called quasi LPV model if the parameter
vector p includes elements of the state vector x. The system matrix S(p(t)) is defined as

Alp(t B(p(t
o= 43 243

In a grid-based LPV representation ([117]), the system is described as a collection of LTI models (A,
Bk, Ck, Di) = (A(pk) . B(pk) . C(pk), D(pk)) obtained from evaluating the LPV model at a finite number
of parameter values {px};** = Pgig C P. Using the bottom-up modeling approach, a full order and a
low order LPV model is obtained. The full order model is constructed without reducing the subsystems,
while the low order model is obtained by reducing the structural dynamics and aerodynamics subsys-
tems. The main measure of the accuracy of the low order model is the v-gap metric, [116]. The v-gap
between the full and low order models is calculated frequency wise at each grid point.

Modeling block inputs

The modeling block in RCE takes the structural dynamics (M, K, Bry) and aerodynamics data (Qpp)
as input via CPACS. These parameters are expected to change due to the MDO optimization, the rest
of the model properties are assumed to be fixed.

Reduction of the structural dynamics model
The structural dynamics of the aircraft are of the form
Mij+Cn + Kn = Frodal (41)

where Frogal is the force acting on the structure in modal coordinates, M, C and K are the modal mass,
damping and stiffness matrices respectively. The full order structural model contains 50 modes, thus
the structural dynamics model consists of 100 states. The structural dynamics model is an LTI system,
thus state truncation can be applied.

Reduction of the aerodynamics model

The aerodynamic lag terms take the state-space form

. 2Vras Xigia
Xaero = TAIagXaero + Blag n

Gos (42)

Yaero = Clag Xaero
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Figure 147: v-gap values between the nominal low order and high-fidelity models.

where Vg is the true airspeed, xigq is the rigid body state, n is the modal state of the structural
dynamics, d¢s is the control surface deflection and ¢ is the reference chord. The full order model
consists of 1040 lag states. Using the aerodynamics model given by Ajag, Blag and Cig in (42) an LTI
balancing transformation matrix T, is computed. The balanced states of the aerodynamic model with
the smallest Hankel singular values are residualized, leading to a reduced order aerodynamics model.

The initial model order reduction produced the following results. The structural dynamics model can be
reduced in the following way. In order to keep the v-gap between the high fidelity and the low order
model low the first six structural modes are retained for the reference aircraft model. Te removal of
the latter results in a large increase in the v-gap. This way, a 12 state structural dynamics model can
be obtained from the 100" order model. In case of the aerodynamics model, retaining two lag states
results in a low order model with acceptable accuracy. The resulting nonlinear ASE bottom-up model
has 26 states that consists of 12 rigid body states, 12 structural dynamics states, 2 aerodynamic lag
states. Note, that the actuator dynamics are not included in the control oriented model. The v-gap
between the full order and the reduced order model of the reference aircraft model for different airspeed
values is given in Figure 147.

Uncertain low order model

The next step is to develop uncertain LPV models of the aircraft. Uncertain models can be developed
by extending the structural dynamics model with the uncertain parameters. These uncertainties appear
in the mass matrix XC and in the damping matrix C in (41) of the nonlinear ASE model and are denoted
by dx and é¢, respectively. Based on this uncertain, nonlinear model a grid-based uncertain LPV model
is constructed. The grid-based uncertain LPV model is obtained over a 3 dimensional grid. The grid
consists of 81 equidistant points of the airspeed between 30m/s and 70m/s, 3 points of the natural
frequency in the structural dynamics between +1% of the nominal value, and 3 points of the damping in
the structural dynamics between +10% of the nominal value. This results in a total of 81 x 3 x 3 =729
grid points. The scheduling parameter p can then be defined as

PVras
p=| dk (43)

where py,,. is @ measured parameter and dx and ¢ are unmeasured. These uncertainties have a
significant effect on the flutter speeds and frequencies. The nominal and uncertain flutter modes of the
control oriented LPV model are shown in Figure 148.
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Figure 148: Uncertainty of the flutter modes: nominal model (blue), uncertain (red)

Modeling block robustness

As it can be seen, the bottom-up modeling approach involves a certain degree of heuristics. These
heuristic steps include the selection of the structural dynamics states to retain and setting the the
number of retained aerodynamic lag states. These parameters are hand tuned for the initial, reference
aircraft model. The modeling tool needs to be adopted to the collaborative design in this respect. This
means that the retained the initial structural modes to be retained are the ones of the reference aircraft.
However, it is crucial that after every MDO iteration, the v-gap metric is analyzed and that it does not
exceed a threshold value. If this value is exceeded, it means that the bottom up-model is not accurate
enough. Therefore, at the expense of increasing the order of the resulting model, additional structural
modes need to be retained. The number of retained modes is increased until the v-gap values are
satisfactory. A similar approach is used for the order of the lag state aerodynamics model. In this case
the number of the retained lag states is increased until a satisfactory v-gap level is obtained.

Modeling block outputs

The modeling block provides two LPV models, one for the baseline control design (RigACModel) and
one for the flexible control design (FlexACModel). The FlexACModel is the low order, uncertain LPV
model of the aircraft obtained by the steps described above. The RigACModel is obtained from the
nominal low order aircraft model by rezidualizing the structural and lag state dynamics. This model
serves for the baseline control design, containing only the 12 rigid body states. These resulting models
are saved in the ToolSpecific section of CPACS.

Baseline control design functions (SZTAKI)

The starting point for the baseline control design is the baseline design for the flight tests. However,
some modifications had to be carried out. The reason for this is that flight test controllers required a lot
of hand tuning to achieve the highest performance. The key idea is to simplify these requirements in
order to achieve controller design alrorithms that can run in an automatic fashion.

The baseline control design is based on the LPV model obtained in the model integration block, that
has 12 rigid body state and the actuator dynamics. The baseline control design takes the actuator dy-
namics and the baseline control design model RigACModel as inputs via CPACS. The baseline control
system features a classical cascade flight control structure with scheduled control loops to augment
the lateral and longitudinal axis of the aircraft, see Figure 149. The control loops use scheduled ele-
ments of proportional-integral-derivative (PID) controller structures with additional roll-offs in the inner
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Figure 149: Baseline control architecture

loops to ensure that no aeroelastic mode is excited by the baseline controller. Scheduling with indi-
cated airspeed V. is used to ensure an adequate performance over the velocity range from 40 m/s
to 70 m/s. Structurally the controller consists of several loops targeting different dynamical modes.
Accordingly, intuitive design specification for the loops can be formulated by the user in terms of set-
tling times, reference tracking or robustness margins. The control design itself automatically optimizes
the corresponding gains, in order to satisfy the specified design goals. Once the optimization found a
feasible solution it provides the corresponding control gains and control structure which is then used
for the numerical analysis. The main algorithms of the baseline control design based on the approach
described in [63]. The tool used to obtain the respective PID gains is systune of Matlab, which provides
intuitive access to performance specifications and which well suited for implementation as automatic
control design algorithm. In addition, several steps are included in order to make the automatic control
design algorithms more robust against model variations resulting from the MDO process. These steps
are detailed the controller description.

Inner lateral loop design

The inner lateral loop takes the LPV model containing the lateral states, inputs and outputs. Time
and frequency domain control performance specifications are given. The time domain performance
requirements are formulated as a step reference system tracking. The reference system is given as a
second order system

The ideal model is given as

2
n

52 + 2¢wps + w?

w
Gid.,. =

where w, = 0.7 x w,,, is the natural frequency and ¢ = 0.8 is the damping factor of the ideal model.
wn,., 18 the roll frequency of the lateral model. Such approach improves the robustness of the control
design approach with the expense of achieving a sub-optimal performance. The frequency domain
specifications are 5dB gain and 40° phase margins. In case the performances cannot be met, the
design is repeated with design criteria relaxed by 10% until a feasible controller is found. The time
domain performances of the inner lateral control loop can be seen in Figure 150a.
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Figure 150: Time domain performances of the inner loops

Outer lateral loop design

Once a feasible inner controller is designed, the controller is connected to the lateral LPV model and
the outer, x, loop design starts. The outer loop performance is set up as a step tracking requirements.
The ideal model is given as

0.2
s+0.2

idiat —

Since the model is generally numerically ill conditioned, it can happen that integrators in the model
appear as stable or unstable real poles with values in the order of magnitude of 1079. In order to
overcome such numerical issues, a soft constraint for the outer lateral loop is to have all closed loop
poles < —0.01. Similarly as in the inner loop, in case the performances cannot be met, the design is
repeated with design criteria relaxed by 10% until a feasible controller is found. The x loop time and
frequency domain performances can be seen in Figure 151.

Inner longitudinal loop design

The inner longitudinal loop takes the LPV model containing the longitudinal states, inputs and outputs.
The performance is set up as a step tracking requirements. The ideal model is given as

2
n

§2 + 2Cwps + w?

w
idlong =

where w, = 1/3 X Wy, .00 1S the natural frequency and ¢ = 0.8 is the damping factor of the ideal
model. wn,,,..,....s 1S the short period frequency of the longitudinal model. In addition to the tracking
requirement, 5dB gain and 40° phase margins are required as well. If the performances cannot be met,
the design is repeated with design criteria relaxed by 10% until a feasible controller is found. The inner
longitudinal loop time domain performance can be seen in Figure 150b.

Outer longitudinal loop design
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Figure 151: Time and frequency domain performances of the x loop

Before the outer, h, loop design is started, the inner loop controller is connected to the longitudinal
model. Time domain control performance specifications are given as response time of 3s, steady state
error of 0%, peak error as 1.2. Since the model is generally numerically ill conditioned, it can happen that
integrators in the model appear as stable or unstable real poles with values in the order of magnitude
of 1079. In order to overcome such numerical issues, a soft constraint for the outer longitudinal loop
is to have all closed loop poles < —0.01. Similarly, these conditions are automatically relaxed in case
a feasible controller is not found. The results of the time domain performance specification is given in
Figure 152a.

Sideslip loop design

The sideslip, 3, loop takes the LPV model connected with the inner and outer controllers. This ensures
that the sideslip controller to be designed does not interfere with the lateral and longitudinal controllers.
Since the main goal of this loop is to keep 3 = 0, the performance is set up as a disturbance rejection for
a frequency range between 0 and 1 rad/s and the damping of the closed loop is set to be (., > 0.125. In
addition, 5dB gain and 40° phase margins are required as well.The 3 loop time and frequency domain
performances can be seen in Figure 152b-d.

Airspeed loop design

For the airspeed, Vjss, loop the 12 state LPV model is connected with the lateral, longitudinal and
sideslip controllers. The performance is set as tracking requirement with response time of 35s, steady
state error of 0, peak error as 1.5. The Vs loop time and frequency domain performances can be seen
in Figure 153.

Finally, the 4 controllers response can be seen in Figure 154.

Initial evaluation of the baseline controller

In the first step of the evaluation, it is checked if all of the controllers designed above connected to the
12 state LPV model result in a stable closed loop. In the next step, the controllers are connected to the
flexible LPV model (FlexACModel) and verified if the flexible model is stabilized up to the flutter speed.
The poles of the baseline controller connected with the flexible model can be seen in Figure 155. It can
be seen that the flexible modes are not altered significantly.
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Figure 152: Time and frequency domain performances of the h and 5 loops

Baseline control design block outputs

The airspeed dependent PID gains for all baseline loops are are saved in the ToolSpecific section of
CPACS under the name Baseline. These are the main outputs of the block. A simple metric is also
returned for the user which indicates the performance of the control loops. This allows the interaction
with the automated design process: the user can formulate tighter or loser specifications according to
the individual needs. A clear graphical representation is also provided which can be included in the
reporting.

Maneouvre Load Alleviation (MLA) functions (ONERA)
Pre-processing. Now a ROM is available, we are ready to process the control synthesis part. As a
preliminary to the MLA optimization, the reduced order model input-output are first normalized. As in the

reduction process, this input-output scaling allows dealing equally with all transfer in the optimisation
process. Indeed, as detailed in what follows, it allows defining weighting / performance filters in an
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Figure 153: Time and frequency domain performances of the Vs loop
almost universal manner and unified.

Objective function. Given the obtained reduced order and normalized model, from now on denoted
A, the design of a MLA controller is now possible. We chose the ., framework for this step. Such
a framework aims at attenuating the worst-case of the (closed-loop) transfer T,,,(K) : w — z. Such
a controller may be obtained using H..-norm oriented tools, e.g., through the solution of the following
optimization problem:
K=arg min |[|F(G,K)||ln. (44)
KeKCH o

under the stabilizing constraint
K stabilizes Fi(G, K).

We also denote as v,

v=_ min [|[F(G K)llu. = [|FI(G, K)lln... (45)
REKCHo

Following (44) and the above notations, F;(G, K) represents a lower LFT composed of G, a general-
ized plant that encompasses the ROM computed in the previous step plus the performance weighting
functions, and the controller K. The set K C ., is meant to restrict the search of a controller to a
given specific structure (this point is detailed in the following). In addition, w stands as the exogenous
inputs while z are the performance output. All the magic of this framework stands in the definition of
the weights and in the selection of input-outputs couple w, z. This boils down in defining G so that the
problem to be solved is a single objective one.

Input output selection for the control set-up. In order to set up the control scheme, let us define
the input and output signals selected:

1. the ailerons at patch #4, u,4 (sum right and left)

2. the rudders, u, (sum right and left)
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3. the gust input, w, (the equivalent gust affecting each longitudinal patch is summed by considering
the delay between each patch, function of the velocity and results in a single input)

© N o o &

the pitch angle, ¢
the pitch rate, ¢

the vertical acceleration, a,

the vertical acceleration reference, a;

Then we denote the following generic signals

NS = =

= vec(az, wy) (

vec(uas, Uy) (

= vec(d,q,a; —a;) (system output measurements for the control)
(performance output, defined hereafter)

= VeC(Zl, Z7, 23)

exogenous inputs)

control inputs)

FLIPASED_D508_FinalReport_V01_y2023m06d30

the wing loads, / (computed as loads left plus right divided by two)
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Figure 155: Flexible aircraft dynamics with (red) and without (blue) the baseline controller

Then one defines the plant P as
vec(z, y) = Pvec(w, u) (47)

where P is simply a copy of the ROM, considering the input-output rearrangement and scaling (as
defined earlier). This latter may be interconnected to the controller K leading to

z=F(P,K)w = P(K)w. (48)
We also denote P;_,, the transfer from input i to output o.
Performance definition. The performance are then defined by channels mean of weight in the trans-

fer from w to z (transfer from exogenous inputs to performance outputs). In the MLA they are meant to
enforce the following three constraints:

C1- Pilot load factor tracking error:

z1 = T1(K)a; = We(H,a; — Pa:sa,(K)) (49)
where )
1 8e/wes+1
We(s)_ge <1/wes+1>

is a weight that allows for ensuring low frequency attenuation (i.e. gain smaller that g. for fre-

quency below w,). In addition
1

Hr(s) = st /3+1
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is an input weight that suggests a tracking reference signal with a response of the form of a
first order with response time t, (seconds). In the considered setup, t, = 6 (response time in 6
seconds), g. = 0.1 (tracking mismatch in low frequency below 10%) and lower limit w. = 0.1 rad/s.

C2- Attenuation of wind to load transfer peaks:
Zy = TQ(K)Wg = WpPWg._,/(K) (50)
where
W, (s) = I T2(0) I

is the worst-case open-loop gain of P, .;. This simple weight aims only at attenuating the load
worst case amplification.

C2- Stability and roll-off of the controller:
z3 = T3(K)y = WiKy, (51)
where
s? Jwy
s?/(gkwk)? + 25/ (gkwi) + 1

is a high-pass filter, with positive parameters gx = 0.1 and w, = 1000 rad/s. These latter are also
fixed.

Wk(S) =

Note that all parameters {g., we, t,, gk, wx} Mmay be optimized but are chosen to be fixed in the process.
Indeed, many other elements may be tuned.

Multi-channel optimization. Constraint C1 relates the tracking objective of a MLA function. C2 re-
lates to the main load attenuation objective, while constraint C3 imposes controller stability and con-
straints its high-frequency responses (avoiding un-modelled and noise excitements in its output). This
series of constraints T then reads

T = blkdlag(Tl, T, T3) (52)

and is the one to be optimized to find the appropriate K.

Controller structure. Concerning the set K, the chosen controller structure is a dynamic output-
feedback controller without direct feed-through term, i.e.

K{ Xe = Acxc+ By

u = Cexc

where A., B. and C. are matrices with appropriate dimensions defining a controller of rational order n.
to be determined and optimized in the MLA block. In addition, to ensure static gain tracking, an integral
action is also imposed by adding the dynamic on a% — a,.

”Optimization process”. During the optimization, the only parameters to be optimized are n. the
dimension of the controller and ~ the “optimality” of the performance. The former starts at a minimum
value and the problem is solved with an objective v = 0. Then, constraints are checked and iterations
starts. The next section details this ad-hoc process as well as the analysis performed.

Analysis and iterations
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Stability. After the initial optimization one obtains an attenuation level ~. If v > 1, then the controller
dimension is increased. Otherwise, the first property to be evaluated is the stability. This latter is easily
checked on the ROM by analyzing the closed-loop eigenvalues. Then, in a second step, the stability
is evaluated on the FOM including measurement and internal delays. This second step is performed
either by approximating the delays via a Padé rational approximation or using a dedicated stability tool
developed in [88], applicable to irrational functions. If the stability on the original model is satisfied, the
performance is then analyzed.

Performance. Applying the controller on the full original model, and very that the weight constraints
are satisfied, i.e. v < 1. If true, then the controller has been found. Otherwise, increase the ~ objective
in the optimization, i.e. decrease the expected performance while keeping v < 1.

The process is illustrated in the next part.

lllustration of whole MLA module
The proposed Matlab code reads as follows.

load (’+flipased/ss_flexop_1_wing._-gla_38 ")
load ('+flipased/1wing_sym_gust_38_.2021_.3.25.18_45")

speed = 38; % m/s

measDelay = 200e-3;

trep = 6; % MLA response time [seconds]

structure = 3;

[K,CL,gam,info] = mla.main(sys, x_gust,speed,measDelay, trep, structure , false);

Note that the speed and measurement delays are the configuration parameters while terp is the t,
coefficient. structure is the original complexity of the model, n.. Running the above code leads to:

>> CONSTRUCT MODEL

>> Select and merge input/output sets
>> Model informations

« H2 unstable

= 427 internal variables

= 12 inputs, 7 outputs

= 0 internal delays

= 0 output delays

Which loads the model, set the input-output model without any delay. Then, on the rational form, the
spurious poles are removed to avoid numerical issues. This performed as follows.

>> REMOVE SPURIOUS POLES

Should be (almost) zero: 1.06e-09
Should also be (almost) zero: 3.32e-08
Should be moderately large: 2.29e+01
Should be moderately large: 2.29e+01
>> Model informations

« H2 stable

= 426 internal variables
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= 12 inputs, 7 outputs
= 0 internal delays
= 0 output delays

Then, the internal and external delays are added to the model.

>> ADD DELAYS

>> Model informations

Internal delays, no stability check
426 internal variables

3 inputs, 4 outputs

9 internal delays

3 output delays

* * * * *

The resulting non rational model is then approximated to a rational form. Here, either the Robust Control
Toolbox or the MOR Toolbox is used. The resulting model is finally normalized to the appropriately used
in the control optimization step.

>> RATIONAL APPROXIMATION AND ORDER REDUCTION

>> Using Robust Control Toolbox (rational Pade approximation)
>> Model informations
= H2 stable
= 670 internal variables
= 3 inputs, 4 outputs
= 0 internal delays
= 0 output delays
>> Model informations
« H2 stable
100 internal variables
3 inputs, 4 outputs
0 internal delays
0 output delays

* * * *

>> CONTROL-ORIENTED MODEL (NORMALIZE)

>> Unstable part size: 0

Now the model is ready for optimization. The loop starts and results on the single model investigated
are reported here after.

>> MLA LOOPS START

> OUTER-LOOP: optimize a control structure of order 3
>> INNER-LOOP: optimize with objective gamma=0.00
>> Compute weights
>> Interconnect
>> Construct MLA controller
Final: Peak gain = 1.19, Iterations = 244
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WARNING: no stability check possible
— Full closed-loop stable (score 100)
— Unsuccessful load attenuation control (gamma=1.19)
> OUTER-LOOP: optimize a control structure of order 4
>> INNER-LOOP: optimize with objective gamma=0.00
>> Compute weights
>> Interconnect
>> Construct MLA controller
Final: Peak gain = 0.989, lIterations = 233
WARNING: no stability check possible
— Full closed-loop stable (score 100)
— Unsuccessful load attenuation control (gamma=1.02)
> OUTER-LOOP: optimize a control structure of order 5
>> INNER-LOOP: optimize with objective gamma=0.00
>> Compute weights
>> Interconnect
>> Construct MLA controller
Final: Peak gain = 0.859, Iterations = 503
WARNING: no stability check possible
— Full closed-loop stable (score 100)
—— Successful load attenuation control (gamma=0.90)

In this case, the controller dimension is increased from 3 to 5 and, at the end the controller of dimension
5 is able to provide stability and performance. The controller  value is 0.859 on the reduced model and
0.9 on the full order one.

The MLA process presented in this section provides a simple way to compute such a function, with few
parameters. It only requires the ASE model, the starting order of the controller. The rest is iteratively
computed. The output of this computation is a controller for MLA K (s) and a stability guarantee, together
with an attenuation level ~. Of course, as mentioned in the introduction, every step may be amended or
at least discussed. Still, when applied in the overall process, it allows generating the MLA function.

The MLA control results are shown in Figure 156.

Gust Load Alleviation (GLA) functions (DLR)

As part of the secondary control functions a gust load alleviation (GLA) controller is designed based
on a single point reduced linear model. The overall goal is to reduce the maximum loads due to gust
encounter by means of a controller. The starting point was the non-linear model developed within the
flexop project. Besides the nominal inputs the model is extended by ten gust inputs. The aircraft is
divided in ten gust zones along the aircraft longitudinal axis. Within each zone the aerodynamic panels
of the experience the same gust velocity. This kind of modelling is an approximation, which reduces the
complexitiy of the gust model strongly, while the effect of the gust on the aircraft is almost unaffected.
In order to analyse the performance of the gust load alleviation controller load outputs at the wing roots
and at the V-tail roots are provided.

As a first step the GLA controller should be designed at a velocity of 38 m/s and an altitude of 800 m,
for which the non-linear model is linearized. The gust is considered a vertical 1-cos gust, like shown in
Figure 157, that hits the aircraft symmetrically starting at the nose.

The gust velocity is given by Uy and the gust half length by H. With increasing time the gust zone moves
to the aft of the aircraft. In each gust zone the corresponding aerodynamic panels are affected by the
gust speed, that is observed at the front edge of the gust zone. Namely, within a gust zone the gust
speed is constant. The difference of gust speeds in two neighbouring gust zones is defined by a time

182



FITPASED
) FLIPASED EU
Bode Diagram Bode Diagram
Erom: Inf1) To az F | VAr
%’ // %’ _ A 3 Llr' |I|I1| .'I
E / 4 -E /.)_3 _.../ L | \
[ = |
= e / = _/
10 0! e E 104 10 10 1
Frequency (radis) Frequency (radis)
Bode Diagram Step Response
4 =T 1 .r":\ [#laz-Hcon(3)] . From: In(1) _1_
T Y \\_‘
g: \\‘\ =1 \\\_ @
2 . A E 9
2 s a
ép; . o \\ é ?
= N .S o )
100 ) e
Frequelrllcy ({rad/s) I . .Tlme (seconds]l\
Figure 156: MLA control results
u
Uo
>
«—> t
H
Figure 157: Gust illustration
delay. As a transfer function a delay can be defined by
Gdelay(s) = e féelr® (83)

where ty.,, is the time delay in seconds and s is the Laplace variable. To simplify the handling of time
delay, it is approximated by a second order Padé approximation

, 6 12
5T — t + 1'27
dela
Gaelay(5) ~ i (54)

52 +

+ 2
tdelay tdelay

The selected control synthesis method is the structured H-infinity one. It solves the optimisation problem

min|| Tw— 2 (K)|lo. (55)
Kek (56)
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for which the H,, norm of the closed transfer function T is minimized, while the structure of the controller
is predefined. Here, the controller is considered to be a simple gain matrix. Like shown in Figure 158
the inputs to the controller are the pitch angle yy, the pitch rate y,, the z-acceleration measured in the
fuselage y..,, and the z-accelerations at the wing tips y.,,, and ya,,, -

Zz_load_rx
z_ail
w_gust e Zz _elev -
» Aircraft
y_theta
u_ail y_q
u_elev y_az_fu
y_az_wi
y_az_wr
Controller |«

Figure 158: Closed-loop scheme

Based on these measurements the controller provides the deflection of the outer ailerons u,; and all
elevators u.e,. As the aircraft is almost symmetric along the longitudinal axis and only vertical gust
encounters are considered, the deflection of the two ailerons are identical as well as the deflection
of the four elevators. Therefore, the commands of the controller can be combined to two signals.
The inputs and outputs of the aircraft state-space system used for the GLA control synthesis are also
normed for a better numerical handling. At this point the state-space system has more than 400 states.
To reduce the order of the system in a numerical way the balanced reduction is used to decrease the
system order to 60.

Before the structured H-infinity synthesis can take place, the requirements of the control problem have
to be defined. Three different requirements are defined for the GLA controller synthesis. Firstly, the H,,
norm of the weighted transfer function from gust to the wing root bending moment should be minimised.
The transfer function is multiplied with a weighting function to emphasize for which frequency domain
the wing root bending should be reduced especially. Secondly, the action of the aileron and the elevator
actuators is limited in deflection and deflection rate for GLA controller. Additionally no interaction of the
GLA controller with the flight dynamics is wanted as well. This leads to requirements with respect to
the transfer function from gust to the aileron and elevator deflections. As the maximum deflection rate
of the ailerons and elevators differ, two requirements are defined in Figures 159-161 show the defined
requirements (black), the open-loop (magenta) and closed-loop (blue-red) transfer functions.

The deflection of the ailerons and the elevators stays within the predefined bounds, while the wing
root bending can be reduced with a GLA controller in a frequency range of approximately 2 - 11 rad/s.
Furthermore, the maximum peak of the open-loop system at 58.4 rad/s is reduced significantly. At
various frequencies the closed-loop wing root bending moment might exceed the one of the open-loop
case, but anyways the maximum value is reduced.

Time simulations of the different gust excitations show the reduction in the maximum peak load as well.
Figure 162 shows the wing root bending to a step excitation at the gust input.

It is visible, that the maximum load is reduced by almost 10%. In addition, two 1-cos gusts refering to a
frequency of 58.4 and 25.6 rad/s are considered. For a frequency of 58.4 rad/s, at which the maximum
wing root bending for the open-loop case is reached, the simulation shows only a 3% reduction of the
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maximum load in Figure 163.

As the excitation by a 1-cos gust cannot be

10° 10% 10*
Frequency (rad/s)

of the transfer function from wgs: 10 z.i;

restricted to a single frequency, it is possible, that the load

reduction is not as high as expected. For a critical gust half length defined by Pratt’s method
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Figure 163: z,.4,, [Nm] due to 1-cos gust (58.4 rad/s)

where c,.r is the reference chord length, a nominal 1-cos gust excitation of 25.6 rad/s is achieved. The
time simulation for this excitation is shown in Figure 164
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Figure 164: z,,4,, [Nm] due to 1-cos gust (25.6 rad/s)

Here the maximum wing root bending is reduced by almost 12%. However, the wing tends to vibrate
longer. For now, the synthesised GLA controller is considered sufficient for an integration in the overall
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toolchain of the project. Therefore, the next step will be the implementation of the GLA control synthesis
algorithm into RCE.

Flutter control design functions (SZTAKI)

The flutter controller design is done based on the uncertain LPV ASE model of the aircraft. Since rigid
body modes might be unstable and the aim of the flutter controller is to stabilize the flutter modes, the
inner loops of the baseline controller are connected to the model. The flutter control design takes the
outer aileron (denoted by L4 and R4) actuator dynamics and the flutter control design model FlexAC-
Model as inputs via CPACS.

The internal structure of the flutter controller is shown in Figure 165. The flexible model of the aircraft
is split into the lateral and longitudinal model. The two flutter modes appear separated in these two
system, hence the this separation allows us to stabilize them one-at-a-time. The controller designed
to stabilize the symmetric (longitudinal) and asymmetric (lateral) flutter mode is denoted by Ksym and
Kasym respectively. Both of these controllers are SISO and they are both augmented by a low pass filter

1.6 -10°

F(8) = 5605 1 1.6 105

(58)

to limit their bandwidth. The input of the flutter controller consists of the pitch rate (q), and angular rate
measurement from the L6 and R6 IMU sensors (q. and gr). The actuating signals are the deflection
commands for the pair of outermost ailerons in Figure 145 (u;. and u;g). These signals are blended
together as depicted in Figure 165.

ug L

Ui R

Figure 165: Internal structure of the flutter controller.

The design of both Ksym and Kasym is carried out for the nominal value of the uncertainties in the
structural dynamics. Two values of the airspeed are selected: 38m/s and 60m/s. The controllers are
designed for these two values simultaneously with structured H., synthesis. The generalized plant
interconnection is illustrated in Figure 166. Here, the weighting functions are W.(s) = 1/2, W,(s) =
1/10°, and 7(s) is the forth order Padé approximation of 15ms delay. The objective of the synthesis
is to minimize the sensitivity function of the closed-loop which results in robust stabilization. For a
detailed reasoning for and explanation of this design process see [85]. The MIMO flutter controller is
then formed by the interconnection of SISO controllers and the filters as in Figure 165.

Similarly to the baseline control design algorithm, the flutter suppression control design block needs
to be augmented with basic analysis algorithms to verify if the resulting controller satisfies the control
performance specifications. As a main measure, the multi-input multi-output (MIMO) disc margins are
selected. The state-space model of the resulting flutter suppression controller is the output of the block.
The controller is saved in the ToolSpecific section of CPACS under the name Flutter.

Analysis of the designed (flutter) controllers, prior RCE integration (SZTAKI, DLR)

The analysis of the closed-loop is based on disk margin calculations. Complex scalar uncertainties
are injected into the channels involved in the feedback loops and the phase and gain combination
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Figure 166: Generalized plant interconnection used for the flutter control design.

at which the closed-loop becomes unstable is computed in each channel, simultaneously. First, the
robustness of the baseline controller is analyzed without the flutter controller. The speed at which
the disk margins become zero is considered the open-loop flutter speed. In the next step, the flutter
controller is also connected to the system and the margins are recaclulated. This step reveals how
much the flutter controller is able to extend the safe flight envelope functioning simultaneously with the
baseline controller.

This procedure shall be extended to GLA and MLA.

Furthermore, different methods of flutter analysis are applied for the open- and closed-loop model, in
order to judge the benefit of the flutter control and validate the used tools. A Simulink model repre-
senting the nonlinear flexible aircraft dynamics can be used in order to determine the open-loop flutter
speeds and frequencies. The aircraft is trimmed and linearised for a couple of flight conditions. Espe-
cially, differences in flight speed are of interest for the demonstrator aircraft, as they have the biggest
effect on the aeroelastic modes. The set of linearised state-space models is then analysed with respect
to their eigenvalues. It is then possible to see the gradual change in the eigenvalues and therefore the
frequency and damping for varying flight conditions as exemplary shown in Figure 431.

As soon as a pole crosses the imaginary axis and migrates to the right half plane, unstable flutter
becomes an issue. Based on the trimmed airspeed of the linearised systems it can then be determined
what the flutter speed is. This leads then to Figure 168, which shows the damping and flutter frequency
for symmetric and asymmetric flutter over the flight speed.

As soon as the damping crosses the zero line the corresponding aeroelastic mode becomes unstable.

Closed loop analysis block (SZTAKI)

The final block of the MDO toolchain is the analysis block. In the present case, the performance of
the baseline and flutter controllers are evaluated. For the closed loop analysis the baseline and flutter
controllers are connected with the flexible aircraft model. Figure 155 shows the pole migration of the
FlexACModel with (red) and without (blue) the baseline controller. The designed baseline controller is
stable with the flexible model up to the flutter speeds.

The analysis of the closed-loop is based on disk margin calculations. Complex scalar uncertainties
are injected into the channels involved in the feedback loops and the phase and gain combination
at which the closed-loop becomes unstable is computed in each channel, simultaneously. First, the
robustness of the baseline controller is analyzed without the flutter controller. The speed at which
the disk margins become zero is considered the open-loop flutter speed. In the next step, the flutter
controller is also connected to the system and the margins are recaclulated. This step reveals how
much the flutter controller is able to extend the safe flight envelope functioning simultaneously with the
baseline controller. Figure 169 shows the disk margins obtained by this analysis. For a more detailed
explanation the reader is again referred to [85].

The output of the analysis block are the open loop, the absolute and robust flutter speeds.
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Figure 167: Pole migration with respect to the true airspeed

Integration of the baseline controller design in the MDO workflow (SZTAKI)

The design process of the baseline controller is carried out on the basis of the mathematical description
for the aircraft. Structurally the controller consists of several loops targeting different dynamical modes.
Accordingly, intuitive design specification for the loops can be formulated by the user in terms of set-
tling times, reference tracking or robustness margins. The control design itself automatically optimizes
the corresponding gains, in order to satisfy the specified design goals. Once the optimization found a
feasible solution it provides the corresponding control gains and control structure which is then used
for the numerical analysis. However, a simple metric is also returned for the user which indicates the
performance of the control loops. This allows the interaction with the automated design process: the
user can formulate tighter or loser specifications according to the individual needs. A clear graphical
representation is also provided which can be included in the reporting. In addition, the controller gen-
eration process adjust the speed-dependence of the control gains in order to achieve the best possible
performance and the simplest scheduling function. Frequency and time domain results can be seen in
Figure 170.

RCE with Modeling and Control design blocks (SZTAKI)

The performance evaluation is done in two steps. First, it is critical to evaluate the RCE implementation.
This is presented for the modeling and control design blocks for the baseline and flutter suppression
control design. The RCE implementation of these two blocks is shown in Figure 171.

First, an ’Input Provider’ is used to send the initial CPACS file, then the Modeling component start
processing and sets an output based on the actual modelling script. The output is forwarded to the
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Figure 169: Resulting disk margins

Baseline (RigACModel) and Flutter (FlexACmodel) Controller components. Once the baseline design
is finisehd, the baseline design gains are sent to the flutter design block. Finally, the Analysis block
receives the flexible model, the baseline gains and the flutter controller. The modeling, he control design
components and the analysis tool function with a help from external scripts which act like wrappers
between them and the actual Matlab files. The scheduling between the blocks is based on the data
that is the output of the preceding block. The output is set using the post-execution commands of the
modeling block. The output is written in the output directory in accordance with the wrapper, so when
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Figure 171: RCE implementation of the modeling and flutter control design blocks

the current block finishes, the post execution commands are executed.

All RCE block communications and data sharing needs to be specified in addition to the scheduling
of the RCE blocks. The control oriented modeling blocks output files are referenced in CPACS. These
output files are given in the ToolSpecific field of the CPACS xm file.

The second step is to evaluate the results of the control design blocks. This step is carried out for each
controller individually first. For the baseline controller the first step is to evaluate if the handling qualities
are satisfied or not. If this can not be achieved by the resulting controllers then the handling qualities
need to be relaxed. In addition to the handling qualities, robustness, gain and phase margins of the
resulting controller is evaluated. The analysis results are also written in the corresponding ToolSpecific
field of the CPACS xml file. The flutter controller is also analyzed if it satisfies the robustness analysis
criteria.

Validation of the integrated design toolchain for collaborative design

The objective of the validation is to conduct a comprehensive comparison of results and findings ob-
tained from various sources. The primary purpose of this specific assessment is to instill confidence in
the developed tools and methods for the collaborative design toolchain.

The data acquired from flight tests will serve as a reference point for validating models related to struc-
tural dynamics, aerodynamics and controls. To facilitate this validation process, analysis tools will be
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designed for test and simulation results. For the structural dynamics tools will be available in Nastran
which can be tuned based on available ground testing data. For the aerodynamics the output of dif-
ferent tools will be compared with flight test data gathered for the demonstrator aircraft. Furthermore,
the results of the different methods available for flutter analysis will be cross-compared in order to gain
confidence in the aeroelastic modeling at different stages of the collaborative design toolchain.

The proposed approach of model validation allows a thoroughly examination of the tools and methods,
which are chosen for the collaborative design toolchain.

Connection between MDO toolchain and testing

The HIL test and flight test blocks play crucial roles in validating the developed methodologies, as
depicted in Figure 172.

The HIL tests focus on evaluating the practical implementation aspects of the controllers, serving as a
final step before conducting flight tests.

In the case of the MDO toolchain, flight tests serve two primary objectives. Firstly, they validate the
maturity of the control design technology, particularly for the manoeuvre load alleviation (MLA), gust
load alleviation (GLA), and flutter suppression controllers, which have not undergone flight testing using
the model-based design methodology within FLIPASED. Secondly, flight tests provide an opportunity for
fine-tuning the controllers manually to achieve optimal performance and gain valuable insights for both
the designers (making the models and the controllers) and the broader aviation community. In this
context, the automatic execution of the synthesis algorithms is not a critical criterion, as the focus lies
on optimizing controller performance based on the updated aircraft model derived from flight test data.

At the conclusion of the cycle, the lessons learned from the HIL tests and flight tests are fed back into
the MDO toolchain through engineering considerations. If the HIL tests identify any implementation
challenges with specific controllers, the corresponding control design algorithms need to be updated.
Similarly, if the flight tests reveal performance or robustness issues with a controller, the algorithms
must be adjusted accordingly.

Structural dynamics model validation (DLR-AE)

The tasks related to structural dynamics of the aircraft models are led by DLR-AE, but contributions are
made by ONERA, TUM, SZTAKI and DLR-SR as well.

The main steps regarding the task are:

e structural model development and ground vibration test (GVT) based update
e Model comparison and fine tuning for RCE toolchain based and GVT based model matching

e Operational modal analysis based model update during flight tests and its connection how this
feeds back to NASTRAN models

¢ Description of used tools and how they can we standardized

In this chapter, a summary of the structural dynamics model and the model-updating activities pertaining
to its update are described.

Comparison of -1 aircraft structural dynamic model with static test

The FLEXOP project conducted a comprehensive static test of the -1 wing simultaneously with the -0
and -2 wings. The primary objective was to verify the stiffness properties of the manufactured wing and
validate the accuracy of the FE model developed during the design stage.
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Figure 172: Toolchains developed in FLIPASED

Figure 173 illustrates the wing tip deflection at different load cases, showcasing the linear relationship
between the applied load and deflection. However, it is important to note that due to measurement
errors, a zero drift was observed when the load was increased from zero and then decreased back to
zero.
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Figure 173: Displacement vs load at tip of the wing from Figure 174: Span-wise displacement of wing under tip
static tests (-1 wing) load (-1 wing)

To replicate the static test, the FE model was refined and adjusted. A comparison between the simu-
lation and the actual test was conducted, focusing on the span-wise displacement of the wing under a
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5 kg tip load (Figure 174). The results revealed that the manufactured wing exhibited greater flexibility
than initially modeled, showing a similar trend to the -0 and -2 wings. The deviation between the sim-
ulation and test results was approximately 12%, not accounting for the zero drift observed during the
test.

Furthermore, the torsional load cases were also investigated. Figure 175 demonstrates the linearity of
the model under various torque loads. A comparison of the span-wise torsion of the wing under a 2
kg torque load (Figure 176) revealed minimal differences of only 0.1 degrees. Taking into account the
inherent measurement errors, the simulation and test results aligned quite well.

These static test findings provide valuable insights into the stiffness properties and structural behavior
of the -1 wing. The significant flexibility observed in the manufactured wing highlights the importance
of real-world testing and serves as a basis for further design refinements. By enhancing the accuracy
of the FE model and addressing the observed deviations, future optimizations can be made to improve
the wing’s performance and ensure its reliability during flight operations.
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Figure 175: Torsion vs load at tip of the wing from static Figure 176: Span-wise torsion of wing under tip load (-1
tests (-1 wing) wing)

Comparison of -1 aircraft structural dynamic model with GVTs

The generation of the -1 wing FE model was carried out at TUM using a CATIA-Hypermesh toolset. This
highly detailed model encompasses both structural and non-structural components, including on-board
systems, ensuring a high-fidelity representation.

Table 18 presents a comparison of the eigen frequencies between the -1 aircraft model (without up-
dates) and the ground vibration test (GVT) results. Generally, a good agreement is observed between
the FE model and the GVT outcomes. However, two significant observations arise from this compari-
son.

Firstly, the third flexible mode (3n_wing_bending-a) exhibits the most notable difference between the
experimental results and the GVT. Given that this wing bending mode plays a critical role in the flutter
mechanisms of the -1 aircraft, it becomes crucial to update the wing FE model to accurately capture
the frequency of this mode.

Secondly, the second flexible mode (1n_wing_in-plane-a) is observed during the GVT but not in the FE
simulations. This mode involves relative motion between the fuselage and wing, as depicted in Figure
177. This occurrence can be attributed to some degree of free-play or softness in the attachment
between the fuselage and wings, which is not accounted for in the idealized attachment assumed by
the FE models. To simulate this mode, an approach under consideration involves introducing soft
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Mode | GVT (hz) | FE (hz) | Af (%)
2n_wing_bending-s 2.94 2.9 -1.02
1n_wing_in-plane-a 7.01 - -
3n_wing_bending-a 7.57 8.15 7.66
wing_torsion-s 10.27 10.50 2.24
wing_torsion-a 10.73 10.61 -1.12
4n_wing_bending-s 12.13 12.11 -0.16
2n_wing_in-plane-s 15.07 15.06 -0.07

FITPASED

Table 18: Comparison of eigen frequencies of the flexible modes: GVT vs FE model of the -1 aircraft (in - i nodes

in the mode, s - symmetric, a - antisymmetric)

springs at the wing-fuselage interface to ensure its presence in the simulation. Furthermore, ongoing
studies are exploring the update of the FE model to address the aforementioned mode, and the use of
tuning beams is planned as part of this endeavor.

In conclusion, the comparison between the -1 wing FE model and the GVT results has highlighted the
need for updates to accurately capture the critical wing bending mode and address the relative motion
between the fuselage and wing. These updates, along with the incorporation of tuning beams, will
contribute to improving the fidelity of the FE model and enhance its ability to simulate the aircraft’s

behavior more accurately.

Figure 177: -1 aircraft 1n_wing_in-plane mode
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Model-updating of the -1 wing

The initial model updating of the -1 wing is performed using data obtained from the static test. In this
process, a knock-down factor is applied to the engineering stiffness values (E;, E;, Gi2) of the wing skin
and spar. The model updating procedure focuses on the 3 kg bending load case as a basis. As depicted
in Figure 178, the simulation results exhibit a close resemblance to the test data. The deviation between
the simulation and test results is reduced to 2mm, falling within the range of test error.
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Figure 178: Span-wise displacement of wing under tip Figure 179: Span-wise torsion of wing under tip load (-1
load (-1 wing) wing)

Moving forward, the torsional load case with a 2kg load is simulated using the updated model, as
illustrated in Figure 179. As expected, no noticeable differences are observed since the parameter
updating primarily accounts for the bending load case. With the completion of the model updating
process, a modal analysis is conducted using the updated model. Figure 180 presents a comparison
of the eigenfrequencies among the ground vibration test (GVT) data, the original FE model, and the
updated FE model.

Notably, only the 3n asymmetric wing bending mode exhibits improvement, while all other modes show
a deterioration. This outcome can be attributed to the fact that the static test-based updating primarily
tunes down the engineering stiffness (E;), consequently resulting in decreased eigenfrequencies. To
address this issue, the next step involves the localized implementation of tuning beams to enhance the
performance of the 3n bending mode without adversely affecting the other mode shapes.

Comparison of RCE aircraft model with static test and GVT

The initial model generated through the MDO toolchain was developed to simulate the static test setup.
However, it was observed from Figure 181 that the RCE model exhibited significantly higher stiffness
compared to the manufactured wing. To address this discrepancy, a similar approach as the -1 wing
updating process was employed, applying a knock-down factor to the engineering stiffness of the wing
spar and skin. As illustrated in Figure 182, the results of the wing bending simulation with the updated
RCE model show a much closer alignment with the static test results.

Additionally, a modal analysis was conducted for both the initial RCE model and the updated RCE
model. The outcomes of this analysis can be observed in Figure 183. Notably, following the update, im-
provements were observed in all the listed modes, indicating a better alignment between the simulation
and test data.

Results of the MDO toolchain parameter study (TUM, DLR, SZTAKI)
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MNr Mode GWT FEM deviation % updated FEM deviation updated %
0 2nwing bending-s 294 291 -1.19 274 -5.91
1 3nwing bending-a 757 815 i 7.66 113
P wing torsion-s 1027 105 2.2 10.43 1.6
3 wing torsien-a 10,73 10.61 -1.15 10.53 -1.86
4 4nwing bending-s 1213 12.11 -0.19 11.42 -5.83
5 2nwing inplane-s 1507 15.06 -0.05 14.32 -4.8g

Figure 180: Comparison of eigen frequencies of the flexible modes: GVT vs FE model vs updated FE model of
the -1 aircraft (in - i nodes in the mode, s - symmetric, a - antisymmetric)
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Figure 181: Span-wise bending of wing under tip load Figure 182: Span-wise bending of wing under tip load

(-1 wing RCE model)

(-1 wing RCE updated model)

Mr Mode GVT RCEFEM deviation % updated RCE FEM deviation updated %
0 2nwing bending-s  2.94 381 20.63 289 -1.54
1 3nwing bending-a  7.57 10.05 32.82 T8 299
2 wing torsion-s 1027 12.25 19.3 10.65 374
3 wing torsion-a  10.73 127 18.33 10.858 1.24
4  4nwing bending-s  12.13 17.38 433 13.25 925
5 2nwing inplane-s  15.07 17.86 18.54 14.43 -4.27

Figure 183: Comparison of eigen frequencies of the flexible modes: GVT vs RCE FE model vs updated RCE FE
model of the -1 aircraft (in - i nodes in the mode, s - symmetric, a - antisymmetric)

The parameter study is set up in the following way:

FLIPASED_D508_FinalReport_V01_y2023m06d30
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e Sweep angle: 0 to 30 degrees
e Flutter mass: 0 to 0.4 kg
e Ply angle: -45 to 45 degrees
The MDO setup is set up based on the configuration presented in this document. All parameter cases

run through in RCE with one study taking around one hour computational time. The first lessons from
the parameter study are in correlation with the expectations:

e Higher flutter mass drives flutter speed down, 16-18% flutter speed increase possible with active
control

e Sweep angle: low values do not have significant values, larger than 25 degrees makes active
control difficult

Note: the models were created up to 70 m/s airspeed.

e 0 kg flutter mass: resulted in stable flutter modes up to 70 m/s airspeed
e .12 kg flutter mass: the closed loop is robustly stable up to 70 m/s airspeed: the closed loop could
be stable for higher speeds as well
The effect of the sweep angle and flutter mass on the open loop, robust closed loop and absolute closed

loop flutter speeds is given in Table 19.

Table 19: RCE results

Mass [kg] | Sweep [deg] | Open loop flutter [m/s] | Robust flutter [m/s] | Increase [%]
0.24 5 53 62 1.1698
0.24 12.5 59 67 1.1356
0.24 17.5 51 60 1.1765
0.24 22.5 63 67 1.0635
0.24 27.5 55 64 1.1636
0.06 20 70 70 1

0.18 20 60 64 1.0667
0.3 20 52 62 1.1923
0.42 20 46 56 1.2174
0.36 20 49 59 1.2041
0.24 20 55 65 1.1818

Wing shape control for minimization of induced drag (TUM, DLR, SZTAKI)

The present section focuses on drag optimization based on optimal aileron deflections. A summary of
some of the tools used in the present induced drag modelling and optimization exercise is presented in
Table 20.

Trefftz plane implementation

A far-field Trefftz plane implementation similar to the one presented in [58] is implemented. The induced
velocity and drag are calculated on a plane downstream of the aircraft known as the Trefftz plane, using
the span-wise lift distribution projected onto the Trefftz plane as shown in Figure 184.
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Table 20: Summary of tools considered in the drag modelling and optimization exercise
(In the Feature column, 1. refers to the form of aeroelastic formulation, 2. refers to the method of estimating
induced drag)

Tool Aerodynamic Optimizer Feature
method
NASTRAN DLM * Kriging-Regression model | 1. Closely-coupled
aeroelastic solver » SciPy optimize 2. Trefftz plane
“VarLoads |\ VLM | « MATLAB fmincon =~ |- 1. Closely-coupled
2. Surface-pressure integration
CPANUKL ]\ VLM, 3D panel | * Surrogate model |- 1. Loosely-coupled (iterative)
* MATLAB fminsearch 2. Trefftz plane
CAVL ] VLM [ « NLOPT-COBYLA |- 1.Rigd
2. Trefftz plane
" STAR-CCM+ | cCrD [ - 1. Rigd
Euler/RANS 2. Surface-pressure integration

Panel lift forces are first obtained from an aerodynamic method, the doublet lattice method (DLM) -
based aeroelastic solver in MSC.NASTRAN in this case. From the calculated strip-wise lift F;, the strip
circulation in the it/ strip is obtained through the Kutta—Joukowski equation as

-k
Az

(59)
The total downwash on a strip / due to the circulation at all span-wise strips of the lifting surface is given

by
1) o 1 1
= (=), - i k=1,..N 60

" (47r> k:l( k= Tern) [Yi_}/k Yi+ Yk I (60)

The coordinate y; is calculated at the centre of the strip (where the lift and circulation are calculated)
and y, at the outer definition of the strip (where the trailing line vortex is modelled) as shown in Figure
184.

The induced angle of attack in strip i is calculated knowing the strip downwash as

1
aiinduced = 7VOW’ (61)
The induced drag in the strip i is finally calculated as
D; = [Fi]aifnduced (62)

where F; is the lift force in the it" strip and V4 is the free-stream velocity. The definitions of the various
coordinates are shown in Figure 184. The total induced drag is obtained by summing the contributions
from the N strips on the lifting surface.

p=Y"n, (63)

It is to be emphasized that the D and D; in the above equations refer only to the induced drag, that is,
the drag due to lift.
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Figure 184: Definition of coordinates for the Trefftz plane implementation
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Figure 185: Wake at Trefftz plane from wing and empennage

Equation 60 can be used for a single lifting surface aligned along the horizontal plane as shown in
Figure 184. In this case, the wake of this single surface is projected onto the downstream Trefftz plane.
When two or more lifting surfaces are present, the influence of the wake of each lifting surface must be
calculated on every other lifting surface’s wake. Additionally, in the presence of a dihedral, the distance
terms y; and yy in Equation 60 are replaced by the vector distance between the various interacting lifting
surfaces.

The entire routine is programmed within the SOL200 solution in MSC.NASTRAN, making use of appro-
priate cards to extract lift responses and to define the equations to compute the induced drag, that is
Equations 59 - 63. The routine is coupled to an external Python script to perform the drag optimization.
Several random distributions of the control surfaces are generated first, for each which the induced
drag is calculated. The data points are used to construct a Kriging-Regression model, on which the
minimization problem is solved.

VLM-based near-field implementation
The VLM-based near-field implementation presented by Kier [49] and summarized here was studied as
a candidate tool in this exercise.

In conventional commercial aeroelastic codes for loads type application, a matrix based aerodynamics
with a focus on the z-forces is commonly observed. The work presented in [49] extends the classical
VLM implementation in the loads environment VarLoads [37] to also include induced drag by account-
ing for in-plane forces. The implementation of the VLM accounts for the inherently nonlinear behavior
of the induced drag and the dependence on the on-flow direction, while preserving the aerodynamic
influence coefficients and boundary conditions in matrix form, compatible with classical aeroelastic for-
mulations. This is achieved by replacing the scalar product in the Kutta-Joukowsky theorem’s classical
implementation
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Figure 187: Geometry of aerodynamic box in VLM [49]
L; = pUsoTjb; (64)
with a vector product
L/ = pV/ X (b//_j) (65)

where | and j denote the quarter chord and three quarter chord point of the aerodynamic panel box
respectively as shown in Figure 187.

The difference with respect to a far-field approach such as with the Trefftz plane is that the induced
downwash is calculated at the quarter-chord point of each box which turns the local lift vectors as
shown in Figure 186. The calculated force includes the drag components and is beneficial because the
approach provides a distributed drag modelling across the wing, implementable in flexible aircraft equa-
tions of motion, as opposed to the Trefftz plane which provides an integrated induced drag evaluation
across each strip. Details of the actual implementation are provided in [49].

The optimization of the control surface allocation is performed in this case in MATLAB using the fmincon
routine.

Drag estimation using the PANUKL code
PANUKL is a software package to compute the aerodynamic characteristics of an aircraft using low
order panel methods [30]. The PANUKL framework consists of several programs, four of which are
used in this investigation. The four programs, in logical order are listed below.

e Mesh3: Generates the investigated geometry mesh.

¢ Neigh: Calculates the connections of the generated panel mesh elements.

e Panukl: Performs the aerodynamic calculations.
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Figure 188: Trim flight deformation calculation process

e Press: Defines the important variables (lift force, pitching moment, etc.)

To achieve true trim flight conditions, the elastic deformation of the flexible structure needs to be taken
into account. In this case, surface spline theory is used, which enables the transformation of aero-
dynamic forces and moments to the structural model and structural deformation to the aerodynamic
model. The result is an iterative process with the undeformed aircraft geometry and structural proper-
ties as the input and the deformed geometry as the output as shown in Figure 454.

A key difference between the PANUKL solver and the DLM/VLM implementations discussed earlier is
that the aerodynamic model in PANUKL is a 3D panel model. Camber and structural jig-twist are ac-
counted for in the panel geometry. This isn’t the case for classical DLM/VLM implementations which as-
sume a flat panel aerodynamic model. In the case of the DLM/VLM tools discussed above, a downwash
correction to account for the camber and jig-twist is included. Details of this PANUKL implementation
are presented in [79].

AVL

AVL is a program for performing aerodynamic analysis of rigid aircraft of arbitrary configurations [21]. It
uses the VLM to model the lifting surfaces. The T-FLEX UAV modelled with AVL is shown in Figure 189.
One of the capabilities of AVL is the implementation of the slender body theory for fuselage modelling.
Because of an intrinsic limitation of the VLM implementation, AVL is only suitable for inviscid calculation
at small angles of attack and sideslip. For induced drag estimation, both surface pressure integration
and Trefftz-plane calculation are available in AVL. In this study, the COBYLA optimization algorithm
within the NLOPT Python package was wrapped around AVL to minimize the induced drag with optimal
flap scheduling. Similar potential-flow solvers such as Tornado, PyTornado, XFLR5, VSPAERO, PAWAT
and FlightStream were also tested and a comparison of these methods is presented in [122]. The
results are also compared with Simcenter STAR-CCM+, a multiphysics CFD software. An important
aspect of these tools is that they consider the aerodynamics to correspond to a rigid structure, as
opposed to the tools in the previous sections which consider aeroelastic formulations.

Star-CCM+

In this study, the multiphysics CFD software Simcenter STAR-CCM+ was used to provide a comparison
basis as a higher-order method. Given that the inviscid drag extracted from STAR-CCM+ is the pressure
drag component acting on the aircraft, additional methods are required to extract the required drag
components. These methods were not implemented at the time of writing of the paper and hence the
results from the tool have not been elaborated further upon. Details of the CFD model and simulations
performed are presented in [122].

Design of the new advanced FIiPASED wing (TUM, DLR, SZTAKI)
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Figure 189: T-Flex aerodynamic panel model in AVL

According to the initial plan, the new aero-servo-elastic wing (-3 Wing) was to be designed using an
established RCE toolchain. Given time constraints for the manufacturing and flight testing of new wing,
the consortium decided to retrofit an old wing to decouple the MDO progress from the manufacturing
and flight testing.

A feasibility check was conducted to make sure the retrofit plan was viable from mechanical aspects.
The retrofit wing was designed to demonstrate the capabilities of maneuver load alleviation, gust load
alleviation and wing shape control for drag reduction.

The 'reference’ or -0 wings and 'tailored’ or -2 wings from the Flutter Free FLight Envelope eXpansion for
ecOnomical Performance improvement (FLEXOP) project were considered for the retrofit design study.
A selection between the two wings was to be made based on the higher potential of demonstrating
induced drag reduction during cruise flight. Additionally, the existing 4 control surfaces on the chosen
wing were to be replaced by a larger number of control surfaces, aimed at demonstrating better drag
reduction. The design of the two wing pairs is presented in [60, 72] and is the outcome of an aeroelastic
tailoring design toolchain used within the project. The term reference here denotes that the wing was
designed using conventional industry-near balanced symmetric laminates as against its counterpart,
the ’tailored’ wing which demonstrated higher passive load alleviation through composite tailoring.

The planform of the wing is shown in Figure 190. The existing control surface layout consists of 4
equally-spaced control surfaces starting from 12% upto 98% of the wing semi-span.

For this study, each of the existing four control surfaces on the wings were split into four control sur-
faces, that is 16 in total, in the simulation model. The drag minimization problem was solved for the
reference and tailored wings at 1g trimmed flight for different flight points. The improvement in induced
drag compared to the clean configuration (control surfaces at 0° deflection) attainable, for each of the
respective wings is shown in Table 21. From this study, the following key inferences can be made.

e Atthe design speed of 45m/s, both wing pairs show a relatively less benefit of using active control
for induced drag reduction. This is because the aerodynamic characteristics of the wings devel-
oped earlier during the project were aimed at this design speed. Consequently, the potential of
drag reduction using active control is less at these flight points.

¢ In both wing pairs, the drag reduction potential is more prominent at flight speeds exceeding the
design speed, where the wing deformation is larger and hence the potential for better wing shape
control.

e The reference or -0 wing shows a larger potential at demonstrating drag reduction when compared
to the tailored or -2 wing. The tailored wing was designed to demonstrate passive load alleviation
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Figure 190: Planform of the reference wing used in this study

through composite tailoring. The inherent tendency of the wing to induce washout and shift loads
towards the root results in a lift distribution that favors lower induced drag.

The lift distribution with and without active control together with the optimal control surface allocation at
50m/s is shown in Figures 191 and 192. The optimal control surface deflections corresponding to this
flight point in the case of the reference wing are visualized in Figure 193.

Table 21: Comparison of induced drag improvement between reference and tailored wings (induced drag improve-
ment is defined between clean and optimal control surface deflections of the respective wing)

20m/s | 30m/s | 40m/s | 45m/s | 50m/s | 60m/s
reference (-0) wings | 3.6% 2.5% 4.3% 6.7% 9.9% 17.3%
tailored (-2) wings | 4.8% | 4.6% 46% | 4.9% 5.5% 7.6%

Consequently, the choice was made to use the reference wing for the flight tests. In order to further
increase the visibility of a reduction in drag through active control, design studies on modifying the
deformation of the wing such that the wing is further away from its design point could be considered,
for instance by adding a suitable mass at a favorable position of the wing, favorable in the sense of
increasing demonstrability of drag reduction, which is the focus of the exercise.

The optimal control surface allocation for the reference wing for minimal induced drag is shown in Figure
191. As mentioned earlier, the simulation here assumes that each of the four existing control surfaces
is split into four independent control surfaces. It is seen that close to the root and the mid-span of the
wing, the variation in control surface deflection is quite low. The strongest gradients in the deflection
are visible at the outboard sections of the wing.

An efficient solution would be to define smaller discrete control surfaces near the tip section where
differences between adjacent control surface deflections are largest. Consequently, after studying dif-
ferent combinations, a layout where the existing four control surfaces from the root to tip are split into 1,
2, 3, 3 control surfaces respectively was chosen. This was done considering the drag reduction poten-
tial on the one hand and manufacturing feasibility on the other, keeping in mind the existing hardware
and systems on the wing. For more details about manufacturing please refer to the deliverable [57].
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Figure 191: Lift distribution for the -0 reference wing without and with active control (above), optimal span-wise
control surface deflections for minimum induced drag (below)

Analytical redundancy methods (SZTAKI)

Fault Detection

The goal of this section is to explore analytical redundancy methods for fault tolerance of the FLIPASED
aircraft providing Fault Detection and Isolation (FDI) and sensor-actuator selection. However, as the
aircraft is designed to test flexible wings with active control for flutter suppression and it is propelled
with liquid fuel the effects of flexibility and the continuously changing mass can not be neglected. Thus
first, the effect of flexibility on actuator and sensor fault detection design is examined and then the effect
of the changing mass in gust load alleviation control design is explored.

One of the challenges in designing a FDI system for a flexible aircraft is to obtain an appropriate flexible
model of it as opposed to rigid aircraft where modelling (or identification) is more traditional. Such a
model is in general more complex and its construction requires special expertise. The report demon-
strates that fast and accurate FDI for the FLIPASED aircraft indeed necessitates the use of a flexible
model but if the performance criteria can be relaxed and the sensor configuration can be changed, a
rigid aircraft model can also be sufficient.

For the flexible aircraft of the FLIPASED project, we want to detect two faults in the longitudinal motion
of the aircraft: angle of attack sensor and elevator actuator faults. (Note that the tail of the aircraft is
outfitted with ruddervators, therefore it would be more precise to say that we want to detect a fault in
the ruddervators that affect the longitudinal motion of the aircraft. We will continue to refer to the control
surface as elevator for simplicity.) The block diagram of the FDI filter design problem is depicted in
Figure 194. We design optimal FDlI filters with different bandwidths using the rigid and the flexible model
of the aircraft. Then, using a simple decision mechanism, we calculate the smallest detectable fault and
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Figure 192: Lift distribution for the -2 tailored wing without and with active control (above), optimal span-wise
control surface deflections for minimum induced drag (below)

Figure 193: Optimal control surface deflections for the reference -0 wing at 50m/s cruise (20x exaggerated control
deflections)

the detection time for each fault and for each filter. Based on these results, we make recommendations
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on what sensor configuration and which model to use for certain performance requirements.

residual
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Figure 194: Block diagram of the joint actuator and sensor fault detection problem.

The sensors and actuators relevant for the fault detection are illustrated in Figure 195. Two models of
this aircraft are used for filter design in this chapter: a low order rigid body and a higher order flexible
model. Both are linear longitudinal models obtained in straight and level flight (at 38m/s). A detailed
description is given by [105] and [71].

90% of the

center of gravity half wing span

(0, q, azc)

engine (u)
ruddervators

IMU sensors

Upy L2 Upy,L1 Urv,R1 Ury,R2

Figure 195: Control surface configuration and sensor positions of the flexible aircraft. The control inputs and
sensor signals are marked at the corresponding control surfaces and sensors.

The outputs are the sensor signals that consist of the angle of attack («), pitch angle (©), pitch rate
(g), speed (V), vertical acceleration in the centre of gravity (a. ), and the mean of the acceleration and
angular rate signals from the IMU’s located close to the wing tips (a;w = (a-L+3a2r)/2, gw = (qL+qr)/2,
the 'w’ stands for ‘'wing’). The sensors are modelled as first order low pass filters of the form

1
g+ 1

Geens(s) (66)

where 6 is the bandwidth. Additive white noise is assumed on the sensor outputs. Based on the
documentation of the sensors and experimental data, the standard deviations of the sensor noises
along with the bandwidths are listed in Table 22.

The thrust command for the engine is denoted by wy,. The tail control surfaces are ruddervators with the
commands u 11, Un L2, Urv,R1, @Nd upy, Ry in Figure 195. These are used symmetrically, i.e. v 11 = U L2
and u,, r1 = U r2- The elevator command considered in this chapter is obtained by

Upy,L1 T+ Uy R1 Upy,L2 + Upry,R2
= o RL_ o R2. 67
= it : (67)
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Table 22: Sensor bandwidth and standard deviation of the measurement noise.

| e | 9 | ©
type MTI-G-710 xSense
bandwidth (6) 200Hz
std. dev. of the noise || 0.08m/s® [ 0.3°/s |  0.6°/s
% ‘ Q@
type micro Air Data System 2.0
bandwidth () 50Hz
std. dev. of the noise 0.33m/s | 0.33°/s
az,w ‘ Qw
type MPU-9250
bandwidth (6) 200Hz
std. dev. of the noise | 0.72m/s? | 5.4°/s

Thus, the input of the system is the control command u. = [ue uth]T. Based on experiments, the
engine dynamics can be approximated by

1
Gact,th(s) — 8s T 1 (68)
The actuator dynamics for the elevator (for the ruddervators) is
1817
Gacte(s) = (69)

s2 +54.03s + 1817

Since the ruddervators are transformed to a single elevator, only one actuator is included in the model.
The input of the aerodynamics consists of the control surface deflection, its derivative and second
derivative, hence the derivatives of the output of G, (s) are also connected to the system.

The state of the system consist of the velocity components along the longitudinal and vertical axis of
the body frame (v and w respectively), pitch angle (©), pitch rate (q), five modal coordinates and their
derivatives, two lag states, and three actuator states. The frequency of the short period mode and the
first bending mode of the structural dynamics have special significance in the final analysis. These are
wsp = 9rad/s and wg, = 18rad/s, respectively.

The rigid aircraft model is obtained by residualising the flexible states (modal coordinates, their deriva-
tives, and the lag states). In practice, a rigid model is usually the result of parameter identification of a
standard rigid model. Our approach aims to avoid any differences between the two models that do not
arise from flexibility.

The FDI filter design is articulated as an H,, optimal synthesis problem similarly to the solution of
[67]. The generalised plant interconnection is depicted in Figure 196. Here, f = [f, £] " is the fault
which is modelled as an additive disturbance on the elevator actuator command and the angle of attack
measurement. The output of the FDI filter F(s) is called the residual. It is the estimate of the fault

signal hence it is denoted by f = [fa fs] " The control command u. is normally the output of the flight
controller but since no controller is considered in the design process, it is treated as a known external
disturbance. The weighting functions are depicted in Figure 197.

Using a specific case study, guidelines are established on when a flexible model is required for FDI filter
design for a flexible aircraft. It is concluded that only minor performance improvement is attainable for
the angle of attack sensor FDI with the involvement of the flexible model. In contrast, the elevator FDI
is greatly impacted by the choice of sensor configuration and design model. If good performance is
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Figure 196: Generalized plant interconnection for the H., FDI filter design.
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Figure 197: Weighting functions used for the H, synthesis. The value of the design parameter is x = 1s. (Since
the standard deviations of the noise channels are different, W, (s) is represented by multiple lines.)

expected at high frequencies (beyond the frequency of the first bending mode), then both acceleration
measurement at the center of gravity and the flexible model are required. Still using the acceleration
measurement, good performance is achieved using the rigid model up to half of the frequency of the
short period mode. At the cost of some loss in accuracy, a design based on the rigid model is capable
of providing acceptable performance up the frequency of the first bending mode if the acceleration
measurement is not used.

Gust load alleviation controller

Within the FIIPASED project a multiple-model adaptive gust load alleviation (GLA) control system for
the demonstrator aircraft is discussed and synthesised to solve the issue of increased vulnerability of
modern aircraft configurations to gust encounters. Multiple-model adaptive control allows to identify the
controller suiting best the aircraft’s current properties like mass distribution by means of model detection
methods. Different mass cases of the FIIPASED demonstrator aircraft are considered by artificially
attaching masses to the structural model. For each mass case a gust load alleviation controller is
synthesized. Thus, a new control design approach is presented and applied to the demonstrator aircraft.

Validation of data science based methods for modelling and control (SZTAKI)

This section addresses the aspects of linear (parametrized) model approximation of dynamical systems,
in view of control design. The model-free, or data-based approaches and their application to the flight
data specific objectives will be described within the deliverable. In this work we are adopting big-
data techniques to analyze the vast data provided by the complex sensing and control system. These
methodologies are useful in mapping and revealing the underlying structure of the problem. Data
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science technologies for optimal usage of these data are developed in FIIPASED, and recommendations
for methods and useful sensor arrangements for future aerospace applications are described.

The machine learning based approach results are presented through a flexible state estimation of the
wings of the T-Flex aircraft. The investigated methods are described along with the used state-space
model of the aircraft. The obtained results are presented and evaluated. Finally, conclusions are drawn.

The dynamic behaviour, stability, and the effects of the aerodynamic drag of a large-wingspan aircraft
are mainly influenced by the structural flexibility and shape of its wings during flight. Large commercial
aircraft has large mass variation during flight, as fuel is consumed, hence optimal (minimum drag)
configuration at one point of the mission might not be optimal in other parts of the flight. Aircraft design
accounts for this change by simultaneously optimising the wing lift and drag for multiple points within
the flight, but the typical optimization relies on passive means with the assumption that flaps have to be
at zero deflection during the trimmed cruise phase of flight. On the other hand if a database (most likely
derived by CFD tools) is available about the optimal wing shape and the corresponding flap deflections,
leading to minimum drag at each point within the cruise flight envelope, significant reduction can be
achieved in terms of fuel consumption. For each individual point in the flight envelope the optimal
wingshape has to be achieved by an adequate wingshape controller, what might not only contain flap
scheduling but also setpoint tracking of the optimal modal coordinates of the wing. For estimating
the modal coordinates and reconstructing the wing shape a state observer is necessary because the
direct and accurate measurement of these states is not feasible. Two approaches are investigated as
possible solutions for the state estimation task. First, Extended Kalman Filtering (EKF) is presented,
using a Linear Parameter Varying (LPV) system model. Second, a machine learning-based approach
is introduced based on the new KalmanNet architecture with two different recurrent neural network
configurations: one with linear layers and one with one-dimensional convolutional layers.

Extended Kalman Filtering (EKF) is used as a model-based wing shape estimation approach. The EKF
is the extension of the standard Kalman filter to be used with nonlinear systems for state estimation
and sensor fusion. The EKF pipeline requires the full, nonlinear state-space description of the system
and information about the model noise and observation noise in the form of noise covariance matrices
(denoted as Q and R respectively).

The other approach for estimating the flexible states of the T-Flex is to use machine learning. We employ
the recently published KalmanNet architecture [90]. The algorithm (or pipeline) for the KalmanNet
is presented in Figure 198. KalmanNet combines Kalman filtering with a neural network as it uses
similar prediction and update steps, but without computing the state prediction covariance matrix (P).
Consequently, the model noise covariance matrix (Q) is not involved. For providing the Kalman gain
(Step 4 in Figure 198), a trained Recurrent Neural Network (RNN) is used, thus the observation noise
covariance matrix (R) is not involved either. The neural network uses the innovation difference Ay[k] =
y[k] —y[k|k —1], the forward update difference AX[k] = X[k — 1|k —1]— X[k — 1|k —2], and the roll angle ¢
scheduling parameter as input features. The advantage of the KalmanNet compared to the EKF is that
it does not require any information about the model of the noise processes and the promise of better
generalization capabilities.

The standard Kalman gain predicting neural network [90] uses a Gated Recurrent Unit (GRU) as the
recurrent layer and linear layers with Rectified Linear Units (ReLU) as the activation function. The
neural network has a linear layer as the input layer with ReLU activation, followed by the GRU. After
the GRU layer, there is another linear layer with ReLU activation, then the linear output layer. As the
aircraft model we use is high-dimensional (48 states, 64 outputs), we slightly decreased the dimensions
of each layer compared to the original architecture to reduce the computation burden.

Apart from the linear RNN architecture, we implement a different neural network that still uses a GRU
cell, but instead of linear layers, it uses three convolutional blocks at the beginning of the network [124].
A convolutional block consists of a 1D convolutional layer followed by a ReLU activation function. After
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Figure 198: KalmanNet pipeline

the ReLU a Batch Normalization layer is used, followed by a Dropout layer with 0.25 dropout probability.
The output layer is a linear layer, which provides the Kalman gain matrix. The kernel size for each
1D convolution layer is seven. As the 1D convolutional layer requires a trajectory, or time-window of
input features, simply using the forward update difference (Ay[k]), innovation difference (Ax[k]) and roll
angle (¢) input features of the current time step is not adequate. Therefore, we use the input features of
the current time step and the input features from the previous 19 time steps in the time-window buffer.
In Figure 198, the architecture with the convolutional layers represents the neural network. The number
of features is shown below the convolutional blocks and the pool size below the max pooling layer. The
number of units is indicated underneath the GRU and the linear layer. The dropout rate is shown below
the dropout layer.

From here on — for the sake of brevity — the original KalmanNet architecture is referred to as the linear
RNN architecture, while the second, new architecture is referred to as the convolutional RNN architec-
ture after their defining layer types.

For initializing the layer weights, a standard normal distribution is used. Since the architecture incorpo-
rates a discrete-time system, it has a high sensitivity to the initial weight values. Therefore, the standard
deviation of the normal distribution for the initialization has to be chosen very small (5 - 107) to avoid
the otherwise highly diverging training process.

For training a neural network, generally three different datasets are required: training, validation, and
test datasets. The training dataset — as its name suggests — solely used for optimizing the weights
and biases of the neural network. The validation set is used for testing the performance of the network
during training on new data samples. The purpose of this is to monitor the stability of the training,
to detect overfitting, and to fine tune hyperparameters. (Overfitting is the phenomenon when during
training the network is no longer capable of getting lower loss values while maintaining its generalization
capabilities and starts to memorize the training data, thus reaching smaller loss values on the training
set, but greater and greater losses on previously unseen datapoints.) The test dataset is only used
after the network is fully trained to obtain final performance metrics. The training, validation, and test
datasets are generated using the high-fidelity nonlinear Simulink model of the T-Flex.

The training dataset has four different trajectories that are generated with the help of the baseline
controller [84]. These four trajectories are the following:

o the oval-shaped ‘horserace’ track,
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Architecture Linear RNN | Convolutional RNN
Learning rate | 3.2-107° 75.107°
Weight decay | 1.5-10~" 9.5-107°

Table 23: Hyperparameters

e an ‘8-shaped’ track,
¢ a trajectory where the controller only receives roll angle (¢,.r) reference signals,

e atrajectory where the controller receives altitude (h,.r) and velocity (V,.r) reference signals.

These four trajectories are created with the intention to cover as many possible real-life flight conditions
as we can in order to enhance the generalization capabilites of the neural networks. Also, to create rich
datasets, while having realistic flight conditions, randomized wind gust and turbulence disturbances are
used, together with Gaussian sensor noise, based on the flight test results of the T-Flex [6] for each
dataset. The other purpose of applying wind loads is to have disturbances that cannot be incorporated
into any covariance matrix. The trajectories of the training dataset are split into eight, 96-second long
batches. The sampling time is set to 5ms, which results in 19200-sample long training batches. For
training, a single batch is randomly selected from the eight in each epoch. Validation and testing are
conducted using only a trajectory where the aircraft follows the ‘8-shaped’ track. The initial velocity is
set to 42m/s in all cases. The possible range of airspeed changes is between 39m/s and 51m/s, for the
roll angle between 0° and 45°. The barometric altitude can change between 780m and 820m.

It is important to mention that the performance of the linear RNN architecture proved to be more stable
than the convolutional RNN, which tends to get stuck in local optima. So, to overcome this issue, a
reduction of the learning rate during training (called learning rate scheduling) is necessary in that case.
The threshold is set at —21dB — according to the decibel-based error metric — and the reduction factor

is 0.05. The new learning rate is calculated as Ir"™*" = factor - Ir°!%.

The performance of the different methods and architectures are evaluated on the 96-second long test
dataset, where the aircraft follows the ‘8-shaped’ track with wind and turbulence disturbances present.
Since the main purpose of the state estimator design is to observe the states describing the flexible
dynamics, only the results for these states are presented.

In Table 24 the prediction errors are presented in the RMSE metric used throughout the training of
the neural networks. Based on this metric, the performance of the two learning-based approaches are
better than the LPV-based EKF: having only half the total error value. When looking at the three dif-
ferent state groups (modal coordinates, derivatives of the modal coordinates, aerodynamic lag states)
the followings can be observed. When estimating the modal coordinates, all three architectures provide
similar performance. For the lag states the LPV-based EKF provides better performance than either
architecture. In the case of the derivative states, where the accurate estimation of the states is a rather
challenging task because of the significant level of disturbance, the learning-based methods fare much
better than the LPV-based EKF. However, as discussed during the time domain analysis of results, this
does not mean that any of the architectures can completely negate the effects of the disturbances.
Comparing the two neural network architecture the linear RNN has slightly better performance as met-
rics concerned. However, it took significantly less time to train the convolutional RNN while it also used
less GPU memory and the size of trained model is smaller than for the linear RNN.
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Architecture | LPV-EKF | Linear RNN | Convolutional RNN
Total RMSE 0.0120 0.0053 0.0066

Ur, RMSE 591-107* | 8.82-10~* 9.79-10~*

Ur, RMSE 0.0183 0.0080 0.0100

lag, RMSE | 6.95-10* 0.0014 0.0014

Table 24: Prediction errors
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2.2.4 Deviations, their reason, impact on the project and corrective actions

The main issue encountered is the numerical ill-conditioning of the reduced order models, especially
in the case of the baseline control design block. This caused delays in the tool adaptation. However,
this delay does not affect the other control design blocks (flutter, GLA, MLA). Improving the numerical
conditioning of the low order model is currently investigated and the LTI algorithms for the baseline
control design result in feasible controllers. Further investigation is required for the gain scheduled
design.
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2.3 Explanation of the work carried out per WP - Work Package 3

2.3.1 Objectives and activities
The Work Package 3, Demonstration and Testing, has the following objectives:

1. Model refinement using GVT data
2. Model refinement using flight tests

3. Performance verification of active control methods

In addition, the activities, related to all mechanical work such as manufacturing and integration are also
covered by the work package.

Task 3.1, Demonstrator Baseline, has seen much activity starting in December 2019, with planning of
the needed upgrades for safe operation of the demonstrator. After a crash of the T-FLEX demonstrator,
additional work had to be performed to get P-FLEX flying.

For the Task 3.2, Demonstrator Wing Design, a sensor concept has been discussed for the new wing
design, as well as an alternative plan. Manufacturing a completely new wing became impossible due to
time constraints.

Task 3.3, Manufacturing and Integration, had activities related to design and manufacturing of a new
control module of the Flight Control Computer, the RX-MUX-II. Also, a complete redevelopment of the
communication between FCC and the RC system has been done.

A lot of the work has been performed under Task 3.4, Ground Testing of the Demonstrator. This included
software updates and integration, multiple taxi tests of the upgraded landing gear and simulator training
in preparation for the flight tests with T-FLEX After the build of P-FLEX, a successful GVT campaign
was performed. This was followed by several system ground tests, to get the new aircraft flight worthy.

During Task 3.5, Flight Test Specification and System Identification, plans for a total of four flight test
campaign have been made. One test flight took place in 2021, where important milestones have been
achieved regarding the landing gear and also sensor updates. Due to changed regulations, the following
flight test campaigns took place in Cochstedt (EDBC) instead of Oberpfaffenhofen (EDMO).

For fulfillment of Task 3.6, Flight Test Campaigns, three flights took place in 2021 and four campaigns
took place in 2022 and 2023. With a total of 31 flights, the complete envelope was flown. Flutter
suppression, using closed loop controllers, was demonstrated in the last three flights.
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2.3.2 Starting point and approach

Initial state of the demonstrator The project for TUM has started with a demonstrator, which has
already been used in the previous project, FLEXOP. The demonstrator (Figure 199) has performed
six flight test up to then. However, building on previous experience, landing gear proved to be one
of the biggest challenges during the operation of the demonstrator. The aircraft was very difficult to
control while on the ground, leading to a few very dangerous situations and one accident, where the
aircraft skidded of the runway and hit a runway light. Therefore, upgrades were necessary to ensure
sustainable operation of the aircraft.

Figure 199: FLEXOP Demonstrator during the last flight previous year

As a starting point, the following design flaws have been identified:

1. The maximum angle of attack, achieved on the ground, is limited by very low main landing gear
and a high tail wheel. This design solution limits the maximum angle of attack that could be
achieved for takeoff to 3.3deg. This is very small for a taildragger aircraft and usually would be
around 10deg. In addition, fixing such a design on an already manufactured aircraft is not easy.

2. Very narrow main landing gear makes it easy for the aircraft to bank from wingtip to wingtip. If
this happens during takeoff or landing, the wingtip touches the ground and instantly creates a
destabilizing moment.

3. Main landing gear is longitudinally far from the center of gravity. This means that the disturbing
bank angle, required to tip the aircraft, is further decreased.

4. The tires of the main landing gear are too soft for the airplane. This makes it possible to deform
the tires very easily and also significantly increases the rolling resistance during take-off run.
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5. Unsteerable tail wheel makes the aircraft very hard to control while on the ground. The tail has to
be lifted up first and aircraft is then steered with the rudder.

6. Retractable main landing gear proved to be an unnecessary design add-on to the aircraft which
adds complexity, but not value to the demonstrator overall.

These problems were hard to identify during the conceptual or preliminary design phase of the FLEXOP
project and were only realized during operations. Therefore further discussion was held how to make
the controllability of the aircraft better (Figure 200) .
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Figure 200: Comparison of the maximum angle of attack during take-off. 4.5 degrees is the initial tailstrike angle,
2.6 degrees is the tailstrike angle with steerable tailwheel assembly (wing incidence angle is -1.2 degrees)

Another objective during the first year of the project was to improve the operations of the demonstra-
tor. This was done in three areas: streamline the operational procedures at the airport, change the
electronic wiring to decrease number of actions required to set the aircraft up and improve role redun-
dancy within the team. Therefore, further meetings were setup within the flight test team to discuss
and streamline the preparation guidelines as well as think about how to make the crew planning easier.
In addition, issues were identified in the electrical system of the aircraft that made the complexity of
operations higher than it could be.

Since the data, gathered from flight test, had to be processed, some processing toolchains have al-
ready been implemented from before. Sensor errors were already being dealt with, as well as logging
errors. The end product would be a single file with clear data structure inside that could be used with
MATLAB for further analysis. However, the ultimate goal is to streamline the processing of the data as
much as possible. This would include a completely automated data processing, where very minimal op-
erator action is needed. In addition, the automated processing would compile a preliminary test report,
allowing to analyse the outcome of the test on the fly.
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2.3.3 Efforts and achieved results, name of involved partners

Wing -3 Advanced Wing In order to adapt a -0-wing for being suitable to measure the effect of actively
shaping the lift distribution for the reduction of induced drag the number of available flaps on each wing
has be increased from four to nine. The considerations behind following an approach to increase the
number of flaps and distribute them accordingly are described in [48]. To achieve this goal, the following
changes are planned:

¢ Replacing flaps on position 2, 3 and 4 with newly manufactured flaps.
¢ Outfitting the -3-wing with five additional servos to actuate the flaps.
¢ Adjusting the wiring to supply the additional servos with power and control signal

The required changes are implemented based on the existing CAD-model of the -0-wing in the software
CATIA V5. The reuse of existing component models whenever appropriate increases the efficiency of
design as well as reliability since the experience from the implementation of the -0-wing exists.

The design of the flaps follows a standard approach for later manufacturing using a manual lay-up
process in a negative mold, based on the CAD-geometry developed during the predecessor project
FLEXORP.

Each flap consists of a upper and a lower skin, a foam core, flap horns for actuation and a guiding
tube for later insertion of hinge wires serving as an axle. The flaps are manufactured by using negative
molds that provide the geometric outer surface for the production of the outer skins. After laying in the
foam core and guiding tube, the two mold sides are stacked upon each other to form the closed flaps

For the fixation of flaps a pragmatic approach is chosen by using nut-plates to locally reinforce the rear
spar of the -3-wing and eye-bolts to provide hinges that are adjustable both in depth as well as the axis,
thus facilitating the hinge wires serving as an axle.

In order to select appropriate actuators, a study of hinge moments has been conducted using the freely
available program XFLR5 [20] aiming an determining the maximum expected hinge moments. The
operating conditions for the simulation are subsequently chosen to the following, rather extreme, values
in order to assure a sufficient safety margin. The final selection will be taken once the implementable
wiring scheme is determined during the manufacturing process (please refer to the feasibility study
described in deliverable D3.4). Due to similar form factors an exchange of servos is possible.

The biggest challenge is deemed to be the additional wiring, which already posed a challenge in the
design of the -0-wing.

For installing the wires, routing of new cables is a preferred solution using a pragmatic approach sup-
ported by a keyhole camera. The new servo positions, that cannot be reached with new cables due to
restrictions in space are supplied using existing cables and routing Y-cables. If no new cables can be
routed, the existing CAN-cables in combination of CAN-utilizing servos will be used.

Two CAN buses have been installed earlier in each half wing, which are used by FlightHAT for read-
ing IMU and SHM data on the top buses and IMU data on the bottom buses. Bottom IMUs placed as
spare sensors and were not used. Therefore, they can be disconnect them from the bus without loss
of system functionality and the bus-cable can be reused for servo control. The top buses can be con-
nected for RX-MUX-1l and FlightHAT in the same time and used for sensor reading and servo controlling
as well. Figure 201 shows the wiring solution of the -3 wing. For safety reasons, the control surfaces
are supplied in a way which resembles the setup of the original -0-wing, thus retaining the redundancy
characteristics developed during the design of the T-FLEX flight demonstrator, i.e. a controllable air-
craft, even if one of the RX-MUXes, batteries or other components such as an individual servo actuator
has stopped working.

In conclusion, the implementation of the changes to adapt an existing -0-wing to create a -3-wing has
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Figure 201: Wiring of -3 wing

been planned to rely on pragmatic technical approaches and techniques. By and large, the implemen-
tation of the changes is deemed technically feasible.

Currently, the described implementation has commenced according to the design described and the
state can be described as follows: The molds are produced and the flaps are manufactured to sufficient
quality in terms of geometric accuracy. The routing of wires has been investigated, implemented to
large extend already and a decision in favour of CAN-utilizing servos has been taken. Required me-
chanical parts such as flap horns and gluing templates are being manufactured using a CNC-router.
The next steps will include the refinement of the existing CAD-design and testing of technical solutions
such as adhesive bonding on mock-up test-stands, setup of sub-assemblies and finally the integration
and functional testing of the wing assembly.

Aerodynamic investigations were done in order to assess the improvements of the aerodynamic (in-
duced) drag coefficient Cp ; when wing shape control techniques are applied. The goal of the investiga-
tion was the comparison of effects of aforementioned technique on the -0- and -2-wing. The following
figures 202 shows the change in lift distribution over a range of airspeeds V for the -0-wing.

The improvements of the induced drag coefficient Cp ; are shown in the following table 25

Wing 20m 302 40m 45m 50 60
0 3.59% 2.47% 4.32% 6.7% 6.87% 17.32%
-2 4.82% 6.62% 4.56% 4.88% 5.48% 7.58%

Table 25: Improvements of the induced drag coefficient Cp; at different airspeeds of the wing -0 and wing -2 due
to wing shape control technique.
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Figure 202: Wing -0: Lift distribution with and without wing shape control at different airspeeds and the respective
flap deflections.

Improving the landing gear (TUM) Two different concepts for fixing the landing gear were discussed:

1. Fundamentally changing the landing gear layout.

2. Adjusting the current landing gear to make it acceptably safe for operation.

Because of the fact that the first option would require major fuselage changes and would take at least
a few months, it was decided to start with the second option first. Ways to improve handling were
discussed during the winter before the first flight test campaign. Due to the complex nature of the
problem the solutions that were initially agreed upon did not completely resolve the issue. This resulted
in an iterative process with different concepts being implemented as add-ons to the initial design along
the way. The chronology of the process was:

1. Implement the steerable tailwheel with damping

(a) The initial solution to steering was to install an off-the-shelf tailwheel assembly. Unfortunately,
the solution did not work because the load on the tailwheel appeared to be too big for the part.
Therefore another, completely custom iteration was done. This included a custom milled
aluminum fork for steering and a damping assembly. The damping assembly was composed
of glass-fiber-reinforced plastic plate acting as a leaf spring for longitudinal damping and
two rubber dampers for lateral stiffness. The structure held well, but the steering made the
aircraft hard to control and very sensitive to any pilot inputs.

2. Change the brakes of the main landing gear to more effective ones
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Figure 203: Steerable tailwheel assembly

(a) Tire brakes were changed to drum brakes. From previous testing it was noted that the tires
wear out very quickly due to the brakes. Also, the braking power of the old system proved to
be too little. Therefore, new type of brakes was implemented that would both conserve the
tires and increase the braking force on the wheel hub.

3. Add a gyro to the tailwheel

(a) Introducing the steerable tailwheel did not solve the controlability problem as the team has
hopped. The aircraft became very sensitive, especially at higher speeds. The solution was
to introduce a gyroscope-based compensation for the gain on the steering. This proved to
improve the steering somewhat.

4. Reverse the main landing gear frame to shift the ground contact point back

(a) One of the main findings, mentioned in the early research on taildragger aircraft is that the
tendency to veer of the runway is decreased if the centre of gravity is kept as close as pos-
sible to the main landing gear. This was recorded in all the reports on the topic. Therefore,
changing the location of the landing gear was considered. Luckily, the landing gear frame
was easy to flip, moving the main landing gear backwards by 75mm. The outcome was
lesser tendency to veer off the runway, an increase to the critical bank angle to tip on one
wing, but also higher load on the main tires. Even though the weight increase was only 2.5%
per wheel, the main tires were already overloaded before. The further steps would include
looking for stiffer main tires, if possible.

5. Laterally stiffen the main landing gear assembly
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Figure 204: Comparison of two possible positions for the main landing gear. The difference is around 75mm

(a) During the taxi tests cameras were mounted facing both the gears. This helped to observe
the behavior of the landing gear and make further conclusions. One of them was that the
main landing gear is too flexible laterally, which makes it easier to tip onto one wing and
harder to get out of the tipped position. Therefore, further parts were introduced to stiffen the
landing gear laterally.

6. Change the main wheels to stiffer ones

(a) Even though the gear was made stiffer, it was recognized that the tyres of the main gear are
way too soft for the aircraft. This was discovered during one of the testing days, where the
aircraft stood on the ground for a couple of hours. As a result the foam-filled tyres deformed
plastically and were not usable anymore. Additionally, during high speed taxi tests a set of
tyres burst into pieces after they got too hot (Due to braking and rolling). It was decided that a
stiffer tyre is a must. And with no alternative tyres available for the same wheelset, a double
sailplane tailwheel (TOST 150 MINI) instead of the original RC model grade wheels were
bought. The TOST wheels would have a proper inflatable tyre mounted on, which would
make the main gear stiffer laterally.

7. Add brakes with higher efficiency

(a) In addition to upgrading the wheels to stiffer ones, the TOST wheels also had a possibility
to have disc brakes mounted on them. Since long 